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Abstract

We tackle the problem of detecting global variables in functional programs. We present syntactic criteria
for single-threading which improves upon previous solutions (both syntactic and semantics-based) in that
it applies to higher-order languages and to most sequential evaluation strategies. The main idea of our ap-
proach lies in the use of continuations. One advantage of continuation expressions is that evaluation order-
ing is made explicit in the syntax of expressions. So, syntactic detection of single-threading is simpler and
more powerful on continuation expressions. We present the application of the analysis to the compilation
of functional languages, semantics-directed compiler generation and globalization-directed transforma-
tions (i.e. transforming non-single-threaded expressions into single-threaded ones). Our results can also be
turned to account to get single-threading criteria on regdukxpressions for different sequential evalua-

tion orders.

1 Introduction

Single-threading is a property allowing function parameters or semantics domains to be implement-
ed by a global variable. This optimization can have drastic effects on the efficiency of both function-
al language and semantics-directed compilers. In particular, single-threading can be exploited for
register allocation and for the efficient implementation of contiguous data structures.

Imperative language compilers make great use of registers [1], whereas functional language
compilers do not take much advantage from register allocation because of frequent context switch-
ing. A function which is single-threaded in its argument (we will say that the argument is globaliz-
able) can be compiled using a global register to hold its argument value. A recursive call with a new
argument results in a register updating and registers are used throughout the reduction of recursive
functions without having to be saved in the stack.

Contiguous data structures, such as arrays, are useful because they can be accessed in constar
time. A functional implementation of arrays involves making a new copy before each update (since
the original array can be referenced later on). This can clearly be a source of extreme inefficiency. A
program using an array in a single-threaded fashion can be implemented using destructive updates
on a global array variable. This optimization has a counterpart in semantics-directed compiler gener-
ation [11]: the store appears as an argument of the semantic function and a naive implementation in-
volves a duplication of the store each time the update function is called. In order to derive realistic
compilers from denotational specifications one should detect that the store can safely be modified in
place. This can be done by checking that the semantic definition is single-threaded in its store do-
main.

Two approaches have been considered for the detection of single-threading: syntactic analysis
[19] and semantic analysis (or abstract interpretation) [2,3,9,18]. In both cases, analyses are approxi-
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mate since single-threading is not a decidable property. Abstract interpretation often produces more
precise results at the cost of an exponential worst case complexity. For this particular problem, it is
not clear whether the gain is worth the cost. Syntactic analysis turns out to be sufficient in most com-
mon cases and we choose it here for two reasons:

 itis typically a linear time analysis,

* in case of failure, it indicates the faulty subexpression and detects (for free) subexpressions satis-
fying the property. One can take advantage of this information to perform program transforma-
tions (section 4.3) or local optimizations (section 4.1).

The main idea of our approach lies in the use of continuations. Single-threading depends heavily
on the evaluation strategy; for example a single-threaded expression using left-to-right call-by-value
may turn out to be non single-threaded using right-to-left call-by-value. One advantage of continua-
tion expressions is that evaluation ordering is made explicit in the syntax of expressions. Therefore,
syntactic detection of properties depending on the computation rule is likely to be simpler and more
powerful on this kind of expressions. We should point out that we do not consider here continuations
as a programming tool (in particular, we are not interested in first-class continuations) but as a way
of formalizing part of the implementation process, namely the evaluation strategy. Our analysis ap-
plies to continuation expressions that are supposed to be produced by a continuation passing style
(CPS) transformation. However, our results can be turned to account to get single-threading criteria
on regulam-expressions for different evaluation orders. This is one important advantage of our ap-
proach: it can be applied to most sequential evaluation strategies.

Section 2 introduces the syntax of continuation expressions and studies their reduction. In sec-
tion 3, we present our criteria for single-threading and the associated global variable transformation.
Section 4 is devoted to the application of the analysis to functional language implementation, seman-
tics-based compilation and goal-directed transformation. Section 5 describes the generation of suffi-
cient conditions for single-threading on ordinamexpressions according to several evaluation
orders. We conclude with an overview of related works and a discussion on possible extensions.

2 Continuation expressions

Continuations have been primary used in denotational semantics to model unrestricted jumps
[21,22]. Continuation semantics take an additional argument (a continuation) representing control,
that is, the evaluation ordering of program constructs. The same concept is used to compile the com-
putation rule of functional programs [4,5,14,16]. CPS transformations produce continuation expres-
sions reducible without dynamic search for the next redex. Typically, a CPS compiler transforms an
expressiork into an expressioR, taking a continuation as argument and applying it to the result of
evaluating. For example, each operatmpmsuch thabpm V\{...V,, -5 N, is transformed into a

new operatoopmcsuch thabpmc C V...V, -5 CN.

The language used in this paper is described in Figure 1. It is general enough to support the compila-
tion of most sequential evaluation orders and standard optimizations of CPS transformations.

Expressions Types
W= KB W [ opméY = %) = V1= VM = K )\ K CK2 | pec V= WY Vi=B|Ky - Kp; PB:=bool|int|[int]|...
CKu=finY = A | (ifc C) C5) Pool= K| awW.Ch|CY — KW | WKL - K2 Kl Ki=A|V - K

Figure 1 Syntax of Continuation Expressions




Type 3 stands for first-order typgsg for value typesk for continuation types and for answers.
An expression is either a valM® or a continuatiorC¥. A value is either a first-order constédfta
variablev, a strict operator of arity mmpmg a functional valuactl.c*2 or a recursive definition
(note that values are weak normal forms). A continuation is either the final contindiation”, a
continuation variable with the unique naea conditionalfc takin% two continuation expressions
and a boolean, a functional continuatidw’.C or an application\(! ~ ¥2 <1 or V=K \W). In the
remainder of the paper we often omit types to make reading easier.This syntax generalizes usual con-
tinuation expressions in two ways:

* One standard CPS optimization, which is very important in practice, is to avoid to introduce a
continuation for each-abstraction. For example, if an expression.. Av,.E is known to be ful-
ly applied ton arguments, then a single continuation is sufficient and the transformed expression
is of the formAc.Av,... Av,,.E.. Thus, function values which usually have type v - 4 (that is,
take a continuation, a value and yields an answer) have here the generalized type- ... -
v, — A. For the same concerns, continuation types, usually of thesfosn®, are generalized to
Vi - ...-> Vp > A,

» Usually, continuation expressions are of the f&m.E, (Ejs being weak normal forms) Here,
we allow nested applications in continuations. Expressions can be of th¥ forg...V,, C be-
ing itself of the formJ C’ U;...U,,

The factorial function can be written in this continuation passing style language as follows:
rec factc =Ac.An. eqc (ifc (c 1) (subc (factc (multc c n)) n 1)) n 0
The reduction rules for this language are the following:

B)  (AXE)F -pE[F/X]

(fix) recf=V gy V[rec = VI/f]

®) opmcCV...V, -5 CN ifcG C, True -5 C; ifc C; G False -5 C,

No reduction rule is specified for the continuatfonand expressionn V are considered as
normal forms.

The key property (Property 1) of those expressions is that they can be evaluated using a simpler
evaluation order than normal order. It is sufficient to reduce at each step the head operator thus
avoiding the need of a dynamic search for the next redex. This evaluation scheme, called First, is for-
mally defined (Figure 2) by a set of axioms (no inference rule is needed).

opmc C V...V Vins1---Vn 2 C N Vipsp...Vy,
ifc C, C, True ...V, & Cq Vy...V,

ifc C; C, False \f...V, & CpVy...V,

(X.E) F ...V, & E[F/X] Vy...V,
(recf=V) ...V, & V[recf=VI/MV,...V,

Figure 2 First evaluation strategy




Property 1 An expression E has a weak head normal form (whnf) W iff E has a whnf W’ (W cnv W’)
such that Ex» W',

Proof: Using the standardization theorem and the fact that any expression ofitypenvnf. The

only kind of expression being a First normal form without being a whnf is a strict operator applied to
unevaluated arguments (epdus 1 (plus 2 3) But syntactic restrictions (Figure 1) enforce that strict
operators always have their arguments in normal form (e.g. the former expression would be written
plusc (plusc fin 1) 2)3so First normal form and whnf are equivalent for our language.

Example: We describe here the first steps of the reduction by First of the factorial function applied to
the continuatiorin and argument 1.

(rec factc =Ac.An. eqc (ifc (c 1) (subc (factc (multc c n)) n 1)) n 0) fin 1

egc (ifc (fin 1) (subc ((rec factcx.An...)(multc fin 1)) 1 1)) 1 0

i

 ifc (fin 1) (subc ((rec factc Ac.An...) (multc fin 1)) 1 1)) False
= subc ((rec factc Ac.An...) (multc fin 1)) 1 1

= (rec factc =Ac.An...) (multc fin 1) O

... and so on until.. » fin 1

It is often helpful to look at continuation expressions operationally. An exprég<ion;...V,
can be seen as a stack machine $absing the instruction to reduce, the continuatorepresent-
ing the remainder of the program, avd...,V,, the stack. Actually, after a few supplementary trans-
formations (e.g. abstraction using combinators), one can get true generic stack machine code from
those expressions [5,6]. The important point for the single-threading detection is that for any applica-
tion VK1 = K2 K1 \we know thaV/ is evaluated first and then applies continuaGao its result. We
show in the next section how this information can be exploited.

3 Single-Threading Detection and Globalization Transformation

Let us take an example to introduce the problem and our solution. Let f be a recursive function de-
fined by:

rec f =Aa.Ai.Ap. if (eq i 0) a (f (update ai p) (subi 1) (mult p (access a i)))

Functionf can be used to replace each elenagiftof the arraya by the product of its succes-
sors; for examplé [4,3,2] 3 1= [6,2,1] A naive implementation dfwould produce code copying
the array before each update. We want to detect whether the first argument can be globalized and up-
dated destructively. First, we should notice that the entity to be represented by a global variable is the
sequence of arraya,(update a i p, update (update a i p) (i-1) (a[i]*p)). We rely on types to char-
acterize single-threading properties. pet. int - int —» p be the type of, therefore each element
of the above sequence has typend the problem is to detect whether tgpEan be implemented by
a global variable. (Throughout the paper, tppdenotes the candidate for globalization. We some-
times say that a function is single-threaded in an argument (or parameter) assuming that this argu-
ment can be characterized by its type). Assuming a call-by-value (cbv) implementation of fiynction
two cases arise:



- the update is done before the access (left-to-right cbv). In thisf éas®t single-threaded and
we cannot use destructive updates,

- the access is done before the update (right-to-left cbv) and the array can be modified in place.

Such cases are easily detected on CPS versidn€ohsidering left-to-right call-by-valuéjs
transformed into:

rec f =Ac.AaAi.Ap. eqc (ifc (c a)
(updatec (subc (accessc (mulkgpl.Am.fcmlk)p)ai)il)aip))iO

We will say that an expressiénmodifiesp if its reduction may involve the creation of a new in-
stance of typ@. In particular, an operat@pmcof type p - K;) — Ko, which yields an element of
type p (since its continuation has type- K;), will be a modifier (op). The criterion used here to
detect thaf is not single-threaded mis that a free variable of tyge(namelya) appears in the con-
tinuation of a modifierypdateg. In other words, the structure would be modified whereas it is still
referenced (by a free variable); therefore it cannot be updated in place.

Using right-to-left call-by-valuef, becomes:
rec f =Ac.AaAi.Ap. eqc (ifc (c a) (accessc (multc (subc (updatec (fc)aip)il)p)ai)iO

Here, no free variable of tygeappears in the continuation of the modifipdate¢ and we will see
later that this expression is indeed single-threaded in

3.1 Single-threading criteria

Our criteria are in the form of a predic#tesuch that\,(E) implies thatE is single-threaded in type
p. Before giving a formal and comprehensive accoult &t us introduce it in a more intuitive way.

Let VK1 ~ X2kl y, V. be the expression to analyze. Operationally, single-threading implies
that every element of typg in the stackV;...V,, can be represented by a single global variable
throughout the reduction. First, we must check that all elements optppesent in the stack are
equal. To this purpose, predicaiealways keeps the last encountepedalue. A new value or a
modification will be accepted only when

() There is no reference (free variables) to an “@eé’alue occurring in the continuation.
Predicatenfv(E) indicates thaE does not contain free variables of typéwe also use
fv;(E) to denote the opposite).

(i) No p-value occurs in the stack. This is checked on the typ&/ @&){? by predicate
nty(k2) defined by p(t) = if T=T1 - T, thenty # B Ont(1y) else TrueThusnt,(k2) means
that there is n@-value among/y,...,V,,.

This explains the three following criteria:

« General expressions of the fonf! ~ 2 C1 are single-threaded ip if V andC are single-
threaded irp and ifV modifiesp then its continuatio@ does not contain free variables of type
(rule (A9)). For example, expressidwAxP. sucé® ~ ) ~ P~ A (succ ¢ R) X° violates the criteri-
on sincesuccis a modifier (produce+1)P) and a freg-typed variable appears in its continua-
tion. On the other hand, expressidaixP. chihar - ) ~ p- A (gycc ¢ R) *P satisfies the
criterion sincechr does not create a ngwtyped value.



« ExpressiorCP ~ ¥ KP is single-threaded {€ is single-threaded, andKfis different from the last
encountereg-value then n@-typed elements should appear in the stackr(ig)) and no free
p-typed variables should occur @(i.e. nfv,(C)) (rule (A6)). For example, expressioptusc fin
1P 2P andAcAxP. plusc c R 1P violate the criterion.

« The reduction of an operator yieldingpavalue opmd® = VM*1 = .. V= A) ~ K ¢\ |V
Vimi1--Vn 2 C NP V4.V, entails that no element of typeshould occur in ¥41,-.-, V-
(i-e. Nty(Vmey — ... » Vq— A) (rule (A2)). For example, expressideAx. suc® P~ ~ P~
P— A (plusc c) R X violates the criterion (after reductionsfccthere will be two differenp-val-
ues k+1 andx) in the stack).

Two problems arise with closures:

- In general we do not know when the closure will be applied, so we enforce that pyfoee
variable occurs in closures.

- In an expression C we do not know if variable will be bound to a modifying expression or
not. One solution is to find a sufficient condit®such thaP(t) implies that any closure of typgds
not a modifier op. So, considering the expressigft ~ ¥ C, if P(k1 — k2) then we can deduce
thatv will not be bound to a modifying expression @&dan contain free variables of typgother-
wise no free variables of tyge should occur irC. Here we choose, to be coherent with operator
types,P(t) = (T # (p - K1) — Kp) (A1) andP is made into a sufficient condition by rs8).

Recursive functions could have been treated in the same way as closures. However, the associat-
ed criterion can be less conservative because we know that the expres$iean/ will be bound to
variablef. To this aim, recursive functions are assumed to bear different names. An expezssion r
= V is single-threaded if its body is single-threaded assuming that varidbige single-threaded
(rule (A5)). To check that a function does not mogfythe assumption is thats not a modifier.

Our single-threading predicat.g Is recursively defined on the structure of expressions. We as-
sume that type is a first-order type and that primitive operators act on their arguments in a single-
threaded fashion. Superscript r represents theplagied value encountered; initially r is set to a
special value€ different from any other value. Figure 3 gathers the criteria for single-threading.

Definition 2 An expression E is said single-threaded in tg@fe&% (E).
N (E) iff:

(A1) E =fink O

(A2) E'=(v' Oopmd) O(v=(p — Ky) — Ko O nty(Kq))

(A3) E'=ifc Cy C 04 (Cp) OA (Cy)

(84) E'=axFOL (F)

(A5) E'=recf=VOnivy(V) O(A; () P AF (V) 0©; () B ©) (V)

(A6) E'=CP - ¥ KP DAY (C) O(K =r O (nfvy(C) Onig(K)))

(A7) E'=CP - W OA (C)

(A8) E'=C% = VO O/ (C) Onfvp(V) Oif 6 £ (p - K1) — Ky then® (V) elseAA] (V)
(A9) ET=v<- <2 (@ (v) 04 (C) D (nfvp(C) 04 (V) DA% (©)))

Figure 3 Single-threading criteria on continuation expressions (Predicatd)




Intuitively, A (E) means thakE is single-threaded provided that the global variable implement-
ing p-values has preV|oust being |n|t|aI|zech(andA (E)0 LK A (E)). In the remainder of the
paper,o stands for a value type different frgmThe non- modlflcatlon cnten@p (E) means tha is
single-threaded and does not create new instances op.tyifet is to say thdE does not contain
(except in closures of tyge — K1) — Ko) expressions of the formiP = 1) = k2 c opm¢P ~ ¥1) -

2orC KP withK #r. @ is formally defined in Figure 4.

Q) (E) iff:
E'=fin"Oc*
E'=(vW Oopm¢) OV E (P - K1) - Ko
E'=ifc C; C,0@) (Cp) 0 & (Cy)
E'=AFOQ (F)
E'=recf=VOnfvy(V) D@ () P O] (V)
E'=CP~KKPOQ) (C)IK=r
E'=CP -~ X010, (0)
E'=C° - ¥ vo 0@ (C) Onivp(V) Oif 6 & (p — K1) — Ky then®F (V) elseA] (V)
E'=vki-*x2 i@ (v) 06 (O

Figure 4 Non-modification criteria on continuation expressions (Predicat®)

We can now check by applying therules that the function
rec f =Ac.AaAi.Ap. eqc (ifc (c a) (accessc (multc (subc (updatec (fc)aip)il)p)ai))iO
is single-threaded ip. As an example, we describe a few steps of the analysis of subexpression
subc (updatec (fc)aip)i1:
A% (subd® — KL = K2 ()0 19)
= A (subd® - *D = K2 ()% Onfyy(1°) 007 (1) (A8)
nfvp(lc’) D@f; (1) is trivially true and the same applies tinus
« A% (subd® — KD = K2 ()
- K1) - K2 1
~ 0% (subd® ~ ¥ ~ ¥2) OA? (updatec (f c) &i p) (A9)
and so on.
One important property & is that it is preserved by the reduction by First.

Property 3 (OE) A (E)DE & FO A (F)

Proof: Showingh (E) OE & F O A (F) for each rule of First. The only tedious part is the proof
that the predicate is preserved®yeduction; the following lemmas (each one is proved by structur-
al induction) resolve this point:

© & ((Ac.C) C) O 4, (C4[Cofe])
« A ((AW.C) K) O A (C[KNV]) and ©f (Av.C)K)O & (C[K/V])
« A (Av.C)\VP) O A (C[VNV]) and @] ((Av.C)V)O €] (C[VIV])
We tried to keep the criteria from being too complex and did not mention some less conservative

but more intricate options. One potential source of failure lies in our treatment of closures. Our re-
quirement (ifo # (p - Kq) — K, then®] (V) elseA (V) is somewhat simplistic and better solu-



tions could have been chosen. The best way would be to perform a closure analysis to detect the set
of closures that each higher-order variablaay be bound to; non-modification has to be enforced

on those closures only if really needed (for example if express©has freep-typed variables).

This may be too costly an analysis and one might prefer alternative solutions relying on types. For
each closur&® we might checlqi (V)yo- G); (V) constructing this way a set of modifying closure

types (i.e.c O o/ iff there is a closur¥ of typeo such thaty (V) 0—=@ (V). An expression’ C

with free p-typed variables could be single-threaded only if typ#oes not belong tas Another

case of failure occurs when a fredyped variable is enclosed. There are ways to relax this restric-
tion. For instance, when the closure application time (or a safe approximation of it) is known, it is
sufficient to enforce that no modification occurs until then.

3.2 Global variable transformation

Property 3 does not state tipatan indeed be implemented by a global variable. In order to show that
globalization can be performed on single-threaded expressions we now give a formal specification of
this optimization. Global variable transformation has been expressed using a Simula-like class [19]
or by adding explicit assignments [18]. We choose here to stay in the functional framework and to
describe the globalization in terms of program transformations. The transformation produces expres-
sions of the fornV C R V...V, where the extra argumeRplays the role of a global variable. Oper-
ationally, expressions can still be seen as a stack machine state Rvidemeotes a register.
Transformatiorg (Figure 5) removes variables of typé€rules(®5),(®8) and replaces the creation of

new p-values by destructive updates (rul@s),(®7). Applications are transformed to take into ac-
count the global variable (rul¢®10), (R11)). If the global expression yields a result of typéiffer-

ent fromp) then continuatiofin removes the global variable before returning the answer&ghe
Destructive versions of operators are introduced; for example:

plusd C R V- 5C (R+V)

updated C [q,...&;,...ay] i1V - 5C [a4,...,8.1,V.... 8]

More generally, operatogpmcsuch thabpme C °L...ViP... V,.°™ _, 5 C NC are transformed into
operatorsopmdsuch thappmd C YP V9%, .Vi_1Viy1... V.2 - 5 C P N°. Modifiers opmcsuch
thatopmc C \°L...Vi... V,,°™ _ 5 C NP are transformed into operatapmdsuch thabpmd C \°
V19 Vi Vigg... V@™ - 5C NP. That is to say, ibpmctakesm argumentsn beingp-typed,opmd
takes only(m-n)+1 arguments (single-threading enforces nhe-typed elements to be equal) and
yields the same value apmg¢ updating the global variable if the result is of tgp@ule (R3)). The
conditional is treated in the same way)

®R1)  %f(@)=aifa=v, c, Korfif = 7 (R2) Ro(fin® = A = Ar. fin

(R3)  Rp(opc) = opd (R4)  Re(ifc Cq Cp) = ifd Rp(Cq) %p(Co)
(R5)  Ry(AVP. C) =R,(C) (R6)  Ro(AVC. C) = ArAV.R,(C) 1

(R7)  Ro(E KP) = Ar.Ro(E) K (R8)  Ro(C V) = Ro(C)

(R)  Rp(Ac. V) = Ac.Ry(V) (R10)  Ro(V C) = %5(V) %(C)

(R11)  RH(C VO = Ar. Ro(C) r £5(V) or using a convenient combinator = pugjfV) %,(C) (pushVC Rz CRYV)

Figure 5 Global Variable Transformation X




The expressions produced by this transformation contain at most one free occurpetygedf
variables. Operationally, this means thapraaalue will ever be pushed on the stack. The correctness
property (Property 4) states that if an expres&ois single-threaded then its reduction and the re-
duction of its transformed version produce equivalent results.

Property 4 For all closed E'such tha’rAﬁ (E), if E has a whnf, i.e. B> fin N then (JR®) Ro(E)
R & finRy(N)

Proof: Induction requires a stronger property that we do not describe here for the sake of brevity. The

structure of the proof is as before by showing the property for one reduction step using lemmas

(Ro(E)[R(C¥)/c] = RH(E[C /c]), Ro(E)[R(VO)IV] = Ro(E[VOIV]) which are themselves proved by

structural induction; Property 3 is then used for the induction on the length of the reduction.

Example: The application of the global variable transformation to fundtion

rec f =Ac.AaAi.Ap. eqc (ifc (c a) (accessc (multc (subc (updatec (fc)aip)il)p)ai)iO

yields

rec f =AcAr.Ai.Ap. push O (push i (eqd (ifd (c) (push i (accessd (push p (multd (push 1 (push i (subd
(push p (push i (updated (f c))))))))N))) r

The array argument has been replaced by the global varidld#edescribe below some of the reduc-
tion steps of the application of this function to argumént$4,3,2]°, 3, 1

(rec f = AcAr.AiLAp. push O (push i (eqd (ifd (c) (pushi (...)))) r) fin [4,3,2] 3 1
= push 0 (push 3 (eqd (ifd (fin) (push 3 (...))))) [4,3,2]
= push 3 (eqd (ifd (fin) (push 3 (...)))) [4,3,2] O
» ....p updated ((rec f =...) fin) [4,3,2] 3 1 2 2{destructive update of the 3rd element}
2 (rec f =AcArAiAp....) fin[4,3,1]2 2
= ... updated (f fin) [4,3,1] 22 1 6 {destructive update of the 2nd element}
7 (rec f =ACArALAp....) fin[4,21]1 65 ....
+ updated ((rec f =...)fin) [4,2,1] 1 6 O 24 {destructive update of the 1st element}
= (rec f =AcArAiAp....) fin [6,2,1] 0 24
7 ... o ifd (fin) (push 0 (...)) [6,2,1] True- fin [6,2,1]

CriteriaA and transformatiog extend trivially to single-threading in several typgs. p;. The
transformed expressions would have several explicit global variables and would be of theGorm
Ry... R V... j,.



4 Applications

In this section we describe several applications of the analysis: the compilation of functional lan-
guages (section 4.1), semantics-directed compilation (section 4.2) and globalization-based transfor-
mations (section 4.3).

4.1 Compilation of functional languages

The primarily goal of our work was to improve the compilation of functional programs. We are cur-
rently working on the integration of our analysis in a transformation-based compiler [5,6]. The first
step of this compiler is the compilation of the computation rule; call-by-value, call-by-need and even
mixed evaluation orders (e.g. call-by-need with strictness information) are compiled using CPS
transformations; single-threading is then detected on the resulting continuation expressions. Prelimi-
nary results indicate that this optimization is very effective for iterative functions where the use of
registers can reduce execution time up@ger cent and, of course, for the implementation of ar-
rays. Our criteria is also helpful for non single-threaded functions since they detect single-threaded
subexpressions which can be locally transformeg.by

However, there are cases where a standard type annotation would not fit well with the analysis.
For example, when two parameters have the same type, we would try to detect if both of them can be
implemented using a single global variable. In most cases this would fail whereas they can be imple-
mented in two different variables. Ligfact be the iterative version of the factorial function:

rec itfact =A™ ~ AAXN YN eqce (ifc (c y) (multc (subc (itfact c) x 1) X y)) O x
A fails becauséfact is obviously not single-threaded in tyjpe.

We are primarily interested in globalizing parameters of recursive functions, a simple solution
consists in annotating types so that each parameter has a different type. A recursive function of type
K->A4 ->5v v gistypedk - 4 - vl - v2 - 4. Type inference will be performed using
this information and assuming th@tmatches the unannotated typée.g.intl — int andint - int2
are unified intantl - int2).

If the factorial function is given typ@nt — 4) - intl - int2 - 4then type inference produces
new types for operators and the typetfaict becomegint2 - 4) - intl - int2 - 4.

rec itfact =Ac"? = Ax ML \y N2 eqc (ifc (c 9
(itfact(intz - ) - intl - int2 - 2 C) )éntl 1) )éntl yint2)) 0 Xintl
Using this annotatior;;; andAj, detect thaitfact is single-threaded in typéstl andint2.

Type inference must be extended a bit to be able to type functiomedike= A\cAx M Ay M.
subc (fcy)y 1.If f has typeift - 4) - intl - int2 - 4, thenf cy can not be typed. To solve this
point, an operatddc, with reduction rulédc C V - C V,is introduced. The previous expression be-
comeddc (f ¢) yand functiorf can now be typed:

rec f = A\CAX intl_)\y int2____ subc (Identl - int2 - 4) - int2 - int2 -4 (f C) y’ntz) yint2 1)



If a function is single threaded in typg andp, then an operatddc(P! ~ K) = P2~ X corresponds to
the affectatiorR; := R,, Ry andR, being the global variables implementipgandp,.

This heuristic for annotating types fits our needs but is not optimal in that it would fail to detect
when several arguments can indeed be implemented by a single global variable. As mentioned in
section 6.2, a better solution would be to use the information provided by the single-threading crite-
ria to choose the annotation.

4.2 Semantics-directed compiler generation

We plan to integrate our analysis into a semantics-directed compiler generator which would also in-
clude a CPS transformation. Starting from a direct denotational semantics, a first step is the defunc-
tionalization of the store introducing a first-order data structure (e.g. an array). The second step is the
compilation of the computation rule using a CPS transformation. Call-by-value is chosen if the se-
mantics uses a striatcalculus or if we can infer (using a strictness analysis) that the valuation func-
tions are strict; otherwise call-by-need is used. Single-threadedness of the store domain is then
analyzed on the resulting continuation expressions and the globalization transformation is applied if
possible. The next step is the partial evaluation of the semantics function applied to a particular pro-
gram. Let us take an example to illustrate these stepB;beta specification of a small imperative
language (cf. Figure 6). The valuation functions are assumed to be strict in their arguments.

. Program- Store— Store

?[C.]= C[C]

C¢. Command- Store— Store

C[l:=E] = As. update s[I] £[E] s)

C[C4Col = As.C[C5] (C[Cq] )

Clif Bthen C; elseC;] = As. if (B [B] s) (€ [Cq]s) (CIC/]s)
C[while B do C] = (rec loop =As. if (B [B] s) (loop (C [C]S)) S)
E. Expression- Store- Int

E[E* E5] = As. mult E[Eq]S) (E[Eols)  {same thing for k- E), E; + E,...}
E[1]= As. access s|[l]

Z[N] = As. AN]

B. Expression- Store— Bool (omitted)

Figure 6 Denotational Semantics of a Small Imperative Language (extract)

These functions are first transformed using a CPS conversior/@egcribed in section 5). For
instance, the first equation describing commands becaows. E[E] (updatec ¢ s[I])s. Predi-
cate/Agore iS then applied to check that command equations are single-threaded in their store do-
main. For the equation above, we have to cl@gk,{Z[E]) since this expression has a free store-
typed variable in its continuation. Transformatigns applied and the first command equation is
now AcAr. Z[E] ( Ar. push[I] (updated c) r) r the global variable r is suppressedrpyeduction
and we gelAc.E[E] (push[I] (updated c)). Figure 7 gathers the transformed equations after glo-
balization.



P : Program- Cmdcont— Cmdcont

?[C.]= C[C]

C: Command- Cmdcont- Cmdcont

C[I:=E] = Ac. £[E] (updatedy c) (updategy being an abbreviation for push [[I]] o updated)
CI[C4Col = Ac.c[Cql(CICol )

C[if B then C; elseC;] = Ac. B [B] (ifc (¢ [C4]c) (C[C,] ©))
C[while B do C] = (rec loop =Ac. B [B] (ifc ( ¢ [C4] (loop c)) ¢))
E:. Expression- ExprCont— Cmdcont

E[E1 * E5] = Ac. Z[E,] (E[E4] (multd c))

Z[1]= Ac. accessg c

Z[N] = push \[N]

B. Expression» ExprCont— Cmdcont (omitted)

Figure 7 Semantics after CPS and globalization transformations

This semantics applied to a program is simplified by partial evaluation. For that particular se-
mantics, this step is straightforward since it amoun@sreduce continuations. The expressions ob-
tained can be seen as generic stack machine code. For example:

PIX:=2;Y:=Y*X.] = Ac. C[X:=2]( Cc[Y:=Y*X]c) =...
= Ac. push 2 (updategl; (accessg; (accessgy; (multd (updategy; c)))))

This method produces very good quality code for such toy languages. This would not be the
case if environments and procedures were added to the language. Much work remains to be done in
order to automatically derive efficient compilers for real life languages.

4.3 Globalization-directed transformations

We are interested in this section in non single-threaded functions. No extension of the criteria could
help, however our analysis returns information which can be turned to account to transform non sin-
gle-threaded functions into single-threaded ones. One of the most common cases of non single-
threadedness is when arguments are not evaluated in a proper order. The evaluation strategy enforce:
a specific order which may invalidate single-threading, whereas arguments of strict functions can be
evaluated in any order. In order to deal with this problem, we define program transformations which
can be seen as local modifications of the evaluation ordering. Let us come badkftm¢tien de-

fined in section 3.

rec f =Ac.AaAi.Ap. eqc (ifc (c a) (accessc (multc (subc (updatec (fc)aip)il)p)ai))iO

Functionf is not single-threaded in its third argument which is modified while still referenced.
Let p be the type of the third argumeny; points out thaf is not single-threaded mbecause there
are occurrences @-typed free variableé in the continuation of modifiesubc The idea is to post-
pone the evaluation glubcuntil it can be done in a single-threaded fashion or it becomes necessary.

Let M be a function such that:

Mi(F) =] 0 (OCVy,.. M) FC Vi M 4 CUp.. U V) O(F C V.. = D)



Intuitively, this function indicates that thil element of the stack is not neededsmnd will be
at positionj in the stack after the executionfofOf course[1 is a partial function which yields only
a safe approximatiorilor an integer). We do not describe it here and we just give the rule that is
needed for our example:

Mj(opmc) = i-m+1 if i>motherwise]

Using this function, safe adjustments of the evaluation ordering can be performed. One basic
transformation is:

FECMW...Vy « EQvy. .. AV 1. F(CW...vy.9) V1.V

5 ifMpa(E)=n>0

with p=0 andvy,...,v,,.1 being fresh variables.

Evaluations of andE are inverted and it is easy to prove that both expressions are operational-
ly equivalent. This transformation is worth applying when non single-threading comes from free
variables in the continuation of a modifier, that is wheB,(F) O fv,(C) is detected. The above
transformation is used to delay the reduction of the modifier until it is needed or, hopefully, until the
free variables are eventually consumed.

When analyzing the subexpressgubc (updatec (f ¢) a i p) | e geth, (subc)d fv,(updatec
(fc) aip)andly(updatec) = 2thus the transformation can be applied and retysdatec Av. subc
(fcv))aipilFunctionfis now single-threaded in its second and third arguments.

5 Single-threading detection on source expressions

All the results described so far apply to continuation expressions. It is not however compulsory and
we describe in this section how to Uséo get criteria on regula-expressions according to differ-

ent computation rules. The idea is to design a CPS conversiapping source expressions to con-
tinuation expressions according to a specific evaluation sciefansformationc must produce
expressions whose reduction by First models the reductiagndbyhe original expressions. By sim-
plifying A o C one can get single-threading criteria on source expressions for the evaluation ordering
. Figure 8 describes a transformation compiling left-to-right call-by-value. For the sake of brevity,
we consider here &-calculus extended with constants and operators only.

oY) =hed - AV

« Yop') =rc.d ~ Topd

o YWEFY) =he.d - ) - A et fF) 2 )

-+ UEMPE) = A AYEY M2~ = T AYEy) (Fo))

With the associated transformation on types define@ by andtl - 12=12 - 4) - 11 - 4

Figure 8 CPS transformation for left-to-right call-by-value ()

The proof thatt’ models properly left-to-right call-by-value is beyond the scope of this paper.
The interested reader may refer to [6] which presents such a proof.

We proceed by simplifying o 7to get criteria defined on the syntax of source expressions. We
do not describe the simplification process which is straightforward; for example, the first ke (if
an atom_thefkt is single-threaded) follows frond, o Uv) = A(Ac.c’ ~ AV = TrueandA o Hop)
= A(Ac.c ~ opd) = True (sincent,(4)). For all expressiok, (9, o 7) E can be shown equivalent



to: (A, o 7) E U (E does not contain active expressions of fypiferent from an identifigr where
an expression is saattiveif it is not properly contained within)gabstraction. The resulting predi-
cate is described in Figure 9.

A, 0 V(E) iff:
* E=atom (v or op)
« E=AWLF20A,0v(F)O
() Tt1=p0O all freep-typed identifiers in F arePv
(i) Tt #p DO Fhas no active-typed expressions
(i) t,#p O E does not contain active expressions of {ypiferent from an identifier.
- E=E" - EM0A 0 V(E) OA, 0V (E)D

fvp(Ep) U all occurrences of actietyped expressions inEare occurrences of identifiers.

Figure 9 Single-threading criteria for A—calculus using left-to-right cbv Q,07)

If right-to-left call-by-value is used, the associated CPS convefgigmains the same except
for the application rule which becomes:

U(E; Bp) = A2 ~ LYE,) \a L UE;) AFFT12 A -1~ Ac qy)

The criteria remain the same except for the last one which becomes:
- E=E"™ " REM0A, 0 Y(Ey) 04, 0 Y(E)D
(i) Tty =p0O all occurrences of actiyetyped expressions injEare occurrences of identifiers

(i) fvp(Ep O all occurrences of actiyetyped expressions inyfare occurrences of identifiers.

In order to introduce as few continuations as possible, efficient transformations often use the fol-
lowing optimizations [6]:

* Yopm Vi... Vi) =Ac. UV, (... (UV) (opmc c))...)
o UAVy .. AV F) Fo.. B) =Ac. UF) (... (UF) (Avy. ... AV, UFY) €))...)

This amounts to introducing multi-applications in the language and single-threading detection
takes a great benefit from it. For example, the expre3sfky.x would not be single-threaded in
general: it can be applied to one argument and yields a cldgx{&P/x] containingp-typed ele-
ments (and one can check t(ag o MAxPAy.x = Falsd. This would have drastic effects on single-
threading since only the last parameter of functions would be a candidate for globalization. However,
if the expression is known to be fully applied, no closure has to be built. Taking into account the
above optimizations, we get an improved version of our criteria. For example:

* E=(Wq AV F) o Ry 04 0V (Fp) O... 04, 0 V(Fy) O
fvp(F) O all occurrences of actiyetyped expressions in.F....,F are occurrences of identifiers.

Using this criterion, the expressiaxPAy.x applied to two arguments is detected as single-
threaded

It would also be possible to get criteria for call-by-need but they would be of little use since
most parameters would be enclosed, and few globalizable variables would be found. However, a
call-by-need with strictness information can benefit from single-threading analysis. Let us assume



thatE, E; indicates thaE; is strict ands means tha¥ is defined by a strict-abstractior\v.E Then
a CPS transformation for call-by-need can make use of these pieces of information in order to evalu-
ate arguments of strict functions before calling them (cf. Figure 10).

e AV)=vV

e A[v) =Ac.c v{vis already evaluated}

* Afop) =Ac.c opc

e A[AV.F) =Ac.c AcAV.A(F) ¢)

* A(Eq B =AcA(E;) (A\f.fc AEy))

* ANE; E) =AcAEy) Aa(Eq) (Af.fc a)) {E; is strict; its argument is evaluated}

Figure 10 CPS transformation for call-by-need with strictness annotations\)

Therefore, by simplifyind\ o A, we can get criteria for call-by-need with strictness annotations.

This method of deriving criteria on source expressions is general (at least for sequential compu-
tation rules) and quite simple. However, to insure its correctness one has to check that the CPS trans-
formation models the underlying implementation properly; in particular, the sequencing of variable
definitions and uses must be identical.

6 Conclusions

We have presented sufficient syntactic criteria to detect the single-threading property on both contin-
uation expressions and standardxpressions. Syntactic analysis is attractive by its low cost and by
the information it provides. The approach is general enough to be applied to the compilation of func-
tional languages, semantics-directed compiler generation and goal-directed transformations. Our
work improves upon previous solutions (both syntactic and semantics-based) in that it applies to
higher-order languages and to most sequential evaluation strategies.

6.1 Related Works

The closest related work is Schmidt’s [19] which performs a syntactic analysis-cal@ulus with a
call-by-value semantics. His criteria can be described as the pregljcateigure 11.

S, iff:
e E=atom (v or op)
« E=ALFOSF) O
() Tt=p0O all freep-typed identifiers in F arePv
(i) tT#EpPO Fhas no active-typed expressions
© E=(E; B)' O8(Ep OS(E) O

(i) t=p0 if both E and B contain one or more actiyetyped expressions then all of the activg/ped ex-
pressions in E are occurrences of the same identifier

(i) tEpO all occurrences of actiyetyped expressions in E are occurrences of the same identifier

Figure 11 Schmidt’s single-threading criteria (call-by-value)




Our criteria combined with transformatiom®r 4. turns out to be less conservative tisaRor-
mally stated:

Property 5 S,(E) O (A& o UE)) 0(A] o V(E))

This property is easily shown by structural induction using definitiorls, af 7 andA, o %
(section 5). Actually, Property 5 would hold for any transformatitmompiling a call-by-value re-
duction strategy. The main reason is thatloes not rely upon a particular version of call-by-value.
Sp is valid for any sequential or parallel version of call-by-value and therefore does not take advan-
tage of a particular evaluation order. If this loss of information may be accepted in semantics-direct-
ed compiling (where a language designer may make conscious use of the criteria), it would spoill
many optimization opportunities when used in a functional language compiler. Another drawback of
Sy is that multi-applications (cf. Section 5) are not considered and it detects only functions that are
single-threaded in their last parameter. This work has been extended in order to analyse combinator
languages [15].

Most of the other single-threading detection methods are based on abstract interpretation with
some kind of operational semantics describing the sequencing of definitions and uses of variables.
[13] builds a lifetime grammar to detect global variables in procedural programs. Bloss [2] uses the
notion of path semantics to analyze a lazy first order functional language. [3] considers the same kind
of language but accepts call-by-need with strictness information; this analysis, while still in expo-
nential time, is faster than Bloss’. Sestoft [18] focuses on function parameters and considers a strict
higher order functional language. The single-threading criteria are defined by an interference analy-
sis on a definition-use grammar constructed from a path semantics. This approach is quite different
from ours and a formal assessment of their relative power is difficult to achieve. However, since Ses-
toft’s analysis includes a closure analysis it might detect globalizable parameters that we fail to de-
tect. On the other hand, multi-applications are not considered and this analysis has the same
shortcoming as Schmidt’s. A notable difference is that Sestoft's work does not rely on types and
therefore is well-suited for untyped languages. This work has been extended recently in order to de-
tect globalizable parameters that may be captured in closures [7]. It is worth mentioning that they
also found the need to make the order of evaluation explicit on the syntax level, although not using
continuations butet-construct. Experimental results would be helpful to have a better idea of the rel-
ative costs and powers of these analyses.

Another approach is to allow the programmer to make space reutilization explicit [8,23]. New
constructs are added to the language to express sequentiality and destructive updates. A type system
inspired from linear logic, is needed to insure that referential transparency is preserved. Wadler pro-
posed another solution based on monad comprehension [24]; in this case no new typing discipline is
necessary. Under this approach the programmer is able and has to reason about order of evaluation
and space utilization of the program. This may be regarded as a benefit or as a drawback.

Related are also the work done by Raoult and Sethi [17] who have studied single-threading us-
ing a pebble game on a program tree. Let us also mention studies aiming at reducing storage alloca-
tions for dynamic data structures [10,12] by doing a sharing analysis on strict, first order, languages.

6.2 Future work

We did not consider product types in this paper. There are several ways to extend this work to deal
with such constructs. One straightforward solution is to treat tuples the same way as closures but oth-
er approaches should be investigated.



We focused on recursive function parameters because the use of registers seems the most usefu
in this case. Howevefy may also be used for more general register allocation (e.g. using registers to
store intermediate resultd);can be applied not only to check but also to choose type annotations.
For example, le€ be a continuation expression containing no free variables of pyp@Es,, then
when analyzing the expression

wherea andp are type variables, we deduce that the condition for single-threadirfgps. Thusa

=p; 0(B =py 0P =py) are possible choices for implementing those intermediate values by global
variables. PredicatAd would produce a register-interference graph which could be used by classic
register allocation algorithms [1].

We believe that the continuation-based approach is also promising for other syntactic analyses.
Many properties depend on the evaluation ordering and it is clear that continuations provide valuable
information to this respect. We plan to study along these lines stack-single-threading [20] (e.g. de-
tecting when closures or lists can be allocated on a stack) and the introduction of safe destructive up-
dates for list management.
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