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Abstract

We express implementations of functional languages as a succession of pro-
gram transformations in a common framework. At each step, different transfor-
mations model fundamental choices or optimizations. A benefit of this approach
is to structure and decompose the implementation process. The correctness
proofs can be tackled independently for each step and amount to proving pro-
gram transformations in the functional world. It also paves the way to formal
comparisons by estimating the complexity of individual transformations or
compositions of them. We focus on call-by-value implementations, describe
and compare the diverse alternatives and classify well-known abstract ma-
chines. This work also aims to open the design space of functional language im-
plementations and we suggest how distinct choices could be mixed to yield
efficient hybrid abstract machines.

1 Introduction

One of the most studied issues concerning functional languages is their implementation. Since
the seminal proposal of Landin, 30 years ago [18], a plethora of new abstract machines or compi-
lation techniques have been proposed. The list of existing abstract machines includes (but is sure-
ly not limited to) the SECD [18], the FAM [6], the CAM [7], the CMCM [20], the TIM [10], the

ZAM [19], the G-machine [15] and the Krivine-machine [8]. Other implementations are not de-
scribed via an abstract machine but as a collection of transformations or compilation techniques
such as CPS-based compilers [1][12][17]. Furthermore, numerous papers present optimizations
often adapted to a specific abstract machine or a specific approach [3][4][16]. Looking at this
myriad of distinct works, obvious questions spring to mind: what are the fundamental choices?
What are the respective benefits of these alternatives? What are precisely the common points and
differences between two compilers? Can a particular optimization, designed for machae
adapted to machinB? One finds comparatively very few papers devoted to these questions.
There have been studies of the relationship between two individual machines [25][21] but, to the
best of our knowledge, no global approach to describe, classify and compare implementations.

This paper presents an advance towards a general taxonomy of functional language imple-
mentations. Our approach is to express in a common framework the whole compilation process
as a succession of program transformations. The framework considered is a hierarchy of interme-
diate languages all of which are subsets of the lambda-calculus. Our description of an implemen-
tation consists of a series of transformatigns> A; 2 ... % A, each one compiling a
particular task by mapping an expression from one intermediate language into another. The last
language\,, consists of functional expressions which can be seen as machine code (essentially,
combinators with explicit sequencing and calls). For each step, different transformations are de-
signed to represent fundamental choices or optimizations. A benefit of this approach is to struc-
ture and decompose the implementation process. Two seemingly disparate implementations can

be found to share some compilation steps. This approach has also interesting payoffs as far as



correctness proofs and comparisons are concerned. The correctness of each step can be tacklec
independently and amounts to proving a program transformation in the functional world. It also
paves the way to formal comparisons by estimating the complexity of individual transformations

or compositions of them.

The two steps which cause the greatest impact on the compiler structure are the implementa-
tion of the reduction strategy (searching for the next redex) and the environment management
(compilation off3-reduction). Other steps include implementation of control transfers (calls & re-
turns), representation of components like data stack or environments and various optimizations.

The task is clearly huge and our presentation is by no means complete (partly because of
space concerns, partly because some points are still under study). First, we concentrateon pure
expressions and our source languAdeE ::= x | AX.E | E; E,. Most fundamental choices can be
described for this simple language. Second, we focus on the call-by-value reduction strategy and
its standard implementations. In section 2 we describe the framework used to model the compila-
tion process. In section 3 (resp. section 4) we present the alternatives and optimizations to com-
pile call-by-value (resp. the environment management). Each section is concluded with a
comparison of the main options. Section 5 is devoted to two other simple steps leading to ma-
chine code. In section 6, we describe how this work can be easily extended to deal with constants,
primitive operators, fix-point and call-by-name strategies. We also mention what remains to be
done to model call-by-need and graph reduction. Finally, we indicate how it would be possible to
mix different choices within a single compiler (section 8) and conclude by a short review of relat-
ed works.

2 General Framework

The transformation sequence presented is this paper involves four intermediate languages (very
close to each other) and can be described as\g— Ag— A. The first one/\s, bans unrestrict-

ed applications and makes the reduction strategy explicit using a sequencing combinator. The
second oné&\, excludes unrestricted uses of variables and encodes environment management.
The last one\, handles control transfers by using calls and returns. This last language can be
seen as a machine code. We focus here on the first intermediate language; the others (and an over
view of their use) are briefly described in 2.5.

2.1 The control language\q

Ngis defined using the combinatergpush,, andAx. E (this last construct can be seen as a short-
hand for a combinator appliedXa. E). This language is a subsetoeéxpressions therefore sub-
stitution and the notion of free or bound variables are the sama asiaulus.

Ng E:=x|pushsE|AX. E|E;0Ep x U Vars

The most notable syntactic feature/Qfis that it rules out unrestricted applications. Its main
property is that the choice of the next redex is not relevant anymore (all redexes are needed). This
is the key point to compile evaluation strategies which are made explicit using the prniitive
tuitively, ois a sequencing operator digo E, can be read “evaluakg then evaluat&,”, pushg
E returnsE as a result andix. E binds the previous intermediate resulktoefore evaluating.

These combinators can be given different definitions (possible definitions are given at the end
of this sectionDEF1) and in sub-section 5.2). We do not pick a specific one up at this point; we
simply impose that their definitions satisfy the equivalefd-ahdn-conversions

(B9 (pushsF) o (Ax. E) = E[F/X]
Ny AX.(pushsxo E) =E  if x does not occur free in E



As the usual imperative sequencing operator “;”, it is natural to enforce the associativity of
combinatoro. This property will prove especially useful to transform programs.

(assoc) Ejo0Ey) 0Eg=E;o0(Eyo0Ey)
We often omit parentheses and write @uUBhE o AX.F o G for (pushg E) o (AX.(F 0 G)).

2.2 Atyped subset

We are not interested in all the expressiondofTransformations of source programs will only
produce expressions denoting results (i.e. which can be reduced to expressions of psHorm

F). In order to express laws more easily it is convenient to reAyriesing a type system (Figure

1). This does not impose any restrictions on source programs. For example, we can allow reflex-
ive types ¢=a - a) to type any sourck-expression. The restrictions enforced by the type sys-
tem are on how results and functions are combined. For example, compé&sitok, is
restricted so thaE; must denote a result (i.e. has typ® R being a type constructor) afg

must denote a function.

N-E:o Mo{xo} }FE:1 N-Ej:Ro TEFEy:0 4T
OOoooood oooodoaoo OO00o0o0ooooooo
I | pushsE: Ro NEAXE:0 -gT Nk-EoEy:T

Figure 1 Agtyped subset

2.3 Reduction
We consider only one reduction rule corresponding to the clagsieduction:
pushs F oAx. E O E[F/X]

As with all standard implementations, we are only interested in modelling weak reductions.
Subexpressions insigrishy's andAg's are not considered as redexes and from here on we write
“redex” (resp. reduction, normal form) for weak redex (resp. weak reduction, weak normal
form).

Any two redexes are clearly disjoint and fhereduction is left-linear so the term rewriting
system is orthogonal (hence confluent). Furthermore any redex is needed (a rewrite cannot sup-
press a redex) thus all reduction strategies are normalizing.

Property 1 If a closed expression:® has a normal form, there exist V such that Epush, V

Due to the lack of space we do not display proofs here and refer the interested reader to a
companion paper [9].

The reduction should be done modulo associativity if we allow an unrestricted use of (assoc)
which may produce ill-typed programs. The ri3g) @long with (assoc) specifies a string reduc-
tion confluent modulo (assoc).

2.4 Laws

This framework enjoys a number of algebraic laws useful to transform the functional code or to
prove the correctness or equivalence of program transformations. We list here only two of them.

(L1) if x does not occur free in F (AXE)oF =A. (EoF)

(L2) DE :Ro, OEyRT, if x does not occur free iRdE Ej o (AX. Ex 0 E3) =E; 0 E1 0 (AX.Eg)



These rules permit code to be moved inside or outside function bodies or to invert the evalu-
ation of two results. Their correctness can be established very simply. For example (L1) is sound
sincex does not occur free ing.E) nor, by hypothesis, ik and

(AX.E) o F =Ag. pushgXo ((AX.E) o F) (ne
= AX. ((pushgx o (AX.E)) o F) (assoc)
=AX. (E[X/{] o F) By
=AX (EoF) (subst)

In the rest of the paper, we introduce other laws to express optimizations of specific transfor-
mations.

2.5 Overview of the compilation phases

Before describing implementations formally, let us first give an idea of the different phases,
choices and the hierarchy of intermedidtianguages.

The first phase is the compilation of control which is described by transformatiprio(n
N\ to N\g. The pair pushg, Ay specifies a component storing intermediate results (e.g. a data
stack). The main choice is using the eval-apply motgldr the push-enter modelf). For the
Va family we describe other minor options such as avoiding the need for a ngCWa)(r) or
right-to-left (7) vs left-to-right evaluation 4 ).

Transformationsf) from Agto A, are used to compilg-reduction. The languagk, avoids
unrestricted uses of variables and introduces the pash{, Ao). They behave exactly gsishg
andAg and corresponding propertig%.(ne) hold. They just act on a (at least conceptually) dif-
ferent component (e.g. a stack of environments). The main choice is using list-like environments
(As) or vector-like environmentsig). For the latter choice, there are several transformations de-
pending on the way environments are copied,(4c2, Ac3).

A last transformationd) from A to /A is used to compile control transfers (this step can be
avoided by using a transformatiasf’( on Ag-expressions). The languadg makes calls and re-
turns explicit. It introduces the paipyshy, A,) which specifies a component storing return ad-
dresses.

Control As (pushg Ay Va Vi Vag Vi Vel (+ S[)
Abstraction A, (pushg, Ag) As Acl Ac2 Ac3
Transfers A, (pushy, A S

Figure 2 Summary of the Main Compilation Steps and Options

Figure 2 gathers the different options described in the three following sections. Any two
transformations of different phases can be combined except those with the same superscript (# or
*). Stack-like components are avoided by underlined transformations.

Combinators, expressed in termspofh, andA,, are described along with transformations.
To simplify the presentation, we also use syntactic sugar such as typles() and pattern-
matchingAy(Xq,...,X,)-E.

This hierarchy of\-languages is a convenient abstraction to express the compilation process. But
recall that they are made of combinators and therefore subsets\e¢almilus. An important

point is that we do not have to give a precise definition to gaushy, A,). We just enforce that

they respect propertief,() and f,). Definitions do not have to be chosen until the very last step.
For example, definitions efandpushg would be of the form



OE1E2X1...Xn—> pUShSVX]_...Xna

whereXy,..., X, are components on which the code acts (e.g. control or data stack, regjsters,

In other wordsXy,...,X, along with the\-code can be seen as the state of an abstract machine.
We do not want to commit ourselves to a precise definition of combinators, however we want to
ensure that the reduction from left to right using the rules of combinators simulates the reduction
0. In order to enforce this property, it is possible to state a few conditions that the standard re-
duction of combinators must verify. We do not expound on this issue, but a possible definition for
Ngis

(DEF1) pushgE=Ac.cE AX.E=AcAX.EcC EioE,=Ac.E;(E;c)  (cfresh)

and we can easily check tifareduction simulates reduction. Alternative definitions are pre-
sented in section 5.2.

3 Compilation of Control

We do not consider left-to-rights right-to-left as a fundamental choice to implement call-by-
value. A more radical dichotomy explicit appliesvs. marks The first option is the standard
technique (e.g. used in the SECD or CAM) while the second was hinted at in [10] and used in
ZINC.

3.1 Compilation of control using apply

Applicationsk, E, are compiled by evaluating the argumEgt the functiong, and finally ap-
plying the result oE; to the result oE,. The compilation of right-to-left call-by-value is de-
scribed in Figure 3. Normal forms denote resulta-ststractions and variables (which, in strict
languages, are always bound to a normal forms) are transformed into resylts(i&).

Va: N\ - Ng

Va [X] = pushgx

Va [AX.E] = pushs(AX. 72 [E])

Va[E1E)] = Y2 [Ey] o V4 [Eq] oapp with app =AgX. X

Figure 3 Compilation of Right-to-Left CBV with Explicit Applies( 74)

The rules can be explained intuitively by reading “return the valugiush,, “evaluate” for
Va, “then” for o and “apply” forapp. 7 produces well-typed expressions. Its* correctness is stated
by Property 2 which establishes that the reduction of transformed expressidmsinfulates the
call-by-value reductiondBV) of source\-expressions.
Property 2 OE OA, CBV(E)=V - % [E] T % [V]

It is clearly useless to store a function to apply it immediately after. This optimization is ex-
pressed by the following law

(L3) pushsEoapp=E (pushs E o Agx. x =gs X[E/X] = E)
Example. Let E = (Ax.X)((Ay.y)(Az.2) then after simplifications
Va[E] = pushAgz pushs2) o (Agy. pushsy) o (Ax. pushsx)

O pushyAgz. pushg2) o (AX. pushgx) O pushy(Agz. pushgz) = 1a[Az.4

The choice of redex iNg does not matter anymore. The illicit (in call-by-value) reducion
(Ay.y)(Az.2 cannot occur withir/a [ E] . U



To illustrate possible optimizations, let us take the standard case of a function applied to all of
its argumentsXx;....AX,.Eg) E; ... E,, then

Ta |[()\X1....)\Xn.E0) El En]l
=% [Edo...o % [E{] opushg(AgXg...(pushg AgXy.Va [Egl)...) oappo ... oapp

=V [EJo... o Vi [Eq] o \XgAKo.... Ak V2 [Egl)

All the app combinators have been statically removed using associativity, (L1) and (L3). In
doing so, we have avoided the constructiom afitermediary closures corresponding to the
unary functions denoted B;....Ax,.Eq. This optimization can be generalized to implement the
decurryficationphase present in many implementations. In our framewQrk,...Ax,.E de-
notes a function always applied to at leaatguments (otherwise there wouldhesh's between
theAg's). More sophisticated optimizations could be designed. For example, if a closure analysis
ensures that a set of binary functions are bound to variables always applied to at least two argu-
ments, morepp andpushg combinators can be eliminated. Such information requires a poten-
tially costly analysis and still, many functions or application contexts might not satisfy the
criteria. Usually, implementations assume that higher order variables are bound to unary func-
tions. That is, functions passed in arguments are considered unary and compiled accordingly.

The transformatior/s describing left-to-right call-by-value can be derived froimlit is ex-
pressed as before except the rule for composition which becomes

Va [E1 Eol = Va [Eq] o Va [Eo] oapp. with  app, = AXAY. pushsxoy

Property 2 still holds fors . Decurryfication can also be expressed although it involves slightly
more complicated shifts. The equivalent of the rule (L3) is

(L4) E:Ro pushFoEoapp. =EoF

Transformationstz and 75 may produce expressions suchpashg E; o pushg E; o...0
pushg E,, o .... The reduction of such expressions requires a structure (such as a stack) able to
store an arbitrary number of intermediate results. Some implementations make the choice of not
using a data stack, hence they disallow several pushes in a row. In this case the rule for composi-
tions of 72 must be changed into

Va, [E1 Eo] = Vi, [Ex] o (Am. a,[Eq] o Agn. pushgymon)

This new rule is easily derived from the original. Similarly the rule for compositions, of
can be changed into

‘Vaf|[ E,E)] = ‘VafI[E]_'ll o (Agm. ‘Vaf|[ E;] om)

For these expressions, the component on wiusihg andAg act may be a single register. An-
other possible motivation for these transformations is that the produced expressions now possess
a unique redex throughout the reduction. The reduction sequence must be sequential and is
unique.

3.2 Compilation of control using marks

Instead of evaluating the function and its argument and then applying the results, another solution
is to evaluate the argument and to apply the unevaluated function right away. Actually, this im-
plementation is very natural in call-by-name when a function is evaluated only when applied to
an argument. With call-by-value, a function can also be evaluated as an argument and in this case
it cannot be immediately applied but must be returned as a result. In order to detect when its eval-
uation is over, there has to be a way to distinguish if its argument is present or absent: this is the
role of marks. After a function is evaluated, a test is performed: if there is a mark, the function is



returned as a result (and a closure is built), otherwise the argument is present and the function is
applied. This technique avoids building some closures but at the price of dynamic tests.

The marke is supposed to be a value which can be distinguished from others. Functions are
transformed intgrab E with the intended reduction rules

pushse ograb E 0 pushgE
and pushsVograb EJ pushyVoE (V#¢)

Combinatorgrab and the mark can be defined ing In practice, it should be implemented
using a conditional which tests the presence of a mark. The transformation of right-to-left call-
by-value is described in Figure 4.

Vm: N\ - Ng

VYm[X] = grab x

Vm[AX.E] = grab (Ax. Vm[E])

VYm[Eq Eo] = pushse o Vm[Ey] o Vm[E ]

Figure 4  Compilation of Right-to-Left Call-by-Value with Marks( Vm)

The correctness ofm is stated by Property 3 which establishes that the reduction of trans-
formed expressions simulates the call-by-value reduction of shtegpressions.
Property 3 DEOA, CBV(E)=V = Yn[E] T ¥m[V]
There are two new laws corresponding to the reduction rulgsbf
(LS) pushs € ograb E = pushs E
(L6) E:Ro EograbF=EoF
Example. Let E = (Ax.X)((Ay.y)(Az.9) then after simplifications
VYm[E] = pushg o pushy(Agz.grab z) o (Ayy.grab y) o (Agx.grab x)
O pushge o grab (Agz grab z) o (Agx. grab X)
O pushg (Agz. grab 2) o (Agx. grab x) O grab (Agz grab z) = Vim[Az.4 O

As before, when a function is known to be applied &asguments, the code can be optimized
to saven dynamic tests. Actually, it appears tha# is subject to the same kind of optimizations
as 7. Decurryfication and related optimizations can be expressed based on rule (L6).

It would not make much sense to consider a left-to-right strategy here. The whole point of
this approach is to prevent building some closures by testing if the argument is present. Therefore
the argument must be evaluated before the function.

3.3 Comparison

We compare the efficiency of codes produced by both transformations. We saw before that both
transformations are subject to identical optimizations and we examined unoptimized codes only.
A code produced by builds less closures than the correspondiiagode. A mark can be rep-
resented by one bit st is likely to be on average less greedy on space resources. Concerning
time efficiency, the size of compiled expressions gives a first approximation of the overhead en-
tailed by the encoding of the reduction strategy. It is easy to show that code expansion is linear
with respect to the size of the source expression. More precisely



If Size[ E] = nthenSize (V[E]) < 3n (for V=94 or Vi)

This upper bound can be reached by taking for exaBpl&x.x ... X (nh occurrences of). A
more thorough investigation is possible by associating costs with the different combinators en-
coding the controlpushfor the cost of “pushing” a variable or a marlgsfor the cost of build-
ing a closure (i.epushg E), app andgrab for the cost of the corresponding combinators. If we
taken, for the number ok-abstractions and, for the number of occurrences of variables in the
source expression, we have

Cost (Va[ E]) = my, clos+ n, push+ (n,-1) app and Cost (Vm[E]) = (ny, + n,) grab+ (n,-1) push

The benefit oftin over 7a is to sometimes replace a closure construction aag@by a test
and amapp. So ifclosis comparable to a test (for example, when returning a closure amounts to
build a pair as in section 4.1} will produce more expensive code then

If closure building is not a constant time operation (as in section42jn be arbitrarily
better thana. Actually, it can change the program complexity in pathological cases. In practice,
however, the situation is not so clear. When no mark is preggabas implemented by a test
followed by anapp. If a mark is present the test is followed bygushg (for variables) or a clo-
sure building (foiz-abstractions). So we have

Cost (Vm[E]) = (ny+n,) test+ p (ny+n,) app+ p ny clos+ p n, push+ (n,-1) push

with p (resp.p) representing the likelihoog{p=1) of the presence (resp. absence) of a mark
which depends on the program. The best situatior/#ois when no closure has to be built, that
is p=0 & p=1. If we take some reasonable hypothesis sutbs&spp andn, <n,<2n, we find

that the cost of closure construction must be 3 to 4 times more costypphantestto make?m
advantageous. With less favorable odds sugFps1/2, closmust be worth up to &pp.

We are lead to conclude th#iz should be considered only with a copy scheme for closures.
Even so, tests may be too costly in practice compared to the construction of small closures. The
best way would probably be to perform an analysis to detect casesiuhisrprofitable. Such
information could be taken into account to get the best of each approach. We present in section
8.1 howva and¥/m could be mixed.

4 Compilation of the-Reduction

This transformation step implements the substitution. Variables are replaced by combinators act-
ing on environments. The value of a variable is fetched from the environment when needed. Be-
cause of the lexical scope, paths to values in the environment are static. Comparéd &mlds

the pair pushg, Ag) Which is used to define combinators.

4.1 Shared environments

The denotational-like transformatioty is widely used among the functional abstract machines
[7][18][19]. The structure of the environment is a tree of closures. A closure is added to the envi-
ronment in constant time. On the other hand, a chain of links has to be followed when accessing a
value. The access time complexity imP{heren is the number okg's from the occurrence to

its bindingAg (i.e. its de Bruijn number). The transformation (Figure 5) is done relatively to a
compile-time environmerg made of pairs. The integem x; denotes the rank of the variable in

the environment.



As:N\g - env- Ng

As[Eq 0 Ey] p =duplgo As[E4] p o swapeo As[Eo] p
As[pushg E] p = pushg (As[E] p) o mkclos

As[AX.E] p =bind o 4s[E] (p,X)

As[x] (... ((PX):Xi-1) - - X0) = fst' o sndo appclos

Figure 5  Abstraction with Shared Environments (4s)

As needs seven new combinators to express saving and restoring enviroroo@igs (
swapsg), closure building and openingnkclos, appclosg, access to value$st, snd), adding a
binding pind). They are defined ing by

duple = Age. pushg eo pushg e swapse = AX. Age. pushg X o pushg €
mkclos = AgX. Age. pushg (X,€) appclos=Ag(x,e). push,eo x
fst = A(e,%. pushe e snd = Ag(e,¥. pushgx

bind = Age. AgX. pushe (€,%
s correctness is stated by Property 4.

Property 4 OE: Ro closed, ED VO As[E] () =g As[V] ()
Transformationas can be optimized by adding the rules
As[app] p = As[AxX] p = bind o snd o appclos=appclos’
with appclos’ = AzA¢(X,6). pushs €0 X
As[AX.E] p = popseo As[E] p with popge = Ae. AX. pushg € and x is not free in E
as[pushs %] (...((P.X)Xi.1)--.Xo) =fst' osnd

Variables are bound to closures stored in the environment. With the original rules,
As[pushyx] would build yet another closure. This useless “boxing” is avoided by the above rule.

Example. As[AgX1.AXg. pushs Eox1] p =bind o bind o duplg o pushg (As[E] ((p.X1),X0))
o mkclos o swapseo fst o snd o appclos

Two bindings are adde®i(d o bind) to the current environment and thieaccess is now coded
by fst o snd. O

In our frameworkAgx;....AX,.E denotes a function always applied to at leaatguments.
So the corresponding links in the environment can be collapsed without any loss of sharing [8].
The list-like environment can become a vector locally and variable accesses have to be modified
consequently.

Also, the combinatomkclos can be avoided by an abstraction which unfolds the pair
(code,env) in the environment itself, as in TIM [10].

4.2 Copied environments

Another choice is to provide a constant access time [1][12]. In this case, the structure of the envi-
ronment must be a vector of closures. Code which copies the environmelen@gtiqy) opera-
tion) has to be inserted i in order to avoid links.



The macro-combinatdCopy p produces code that copies an environment accordipé to
structure.

Copy (...(0.X),---Xg) =Aee. pushe () o (push. €0 get, o bind) o ... o (push, € 0 gety o bind)

Combinatorgyet; are a shorthand fdst' o snd. However, if environments are represented by
vectors,get; can be considered as a constant time operatiorbiaddcan be seen as adding a
binding in a vector.

There are several abstractions according to the time of the copies. We present only the rules
differing from 4s scheme. A first solution (Figure 6) is to copy the environment just before add-
ing a new binding (as in [10]). From the first step we know that n-ary funcigns. (Agx,.E)
are never partially applied and cannot be shared: they need only one copy of the environment.
The overhead is placed on function entry and closure building remains a constant time operation.
This transformation produces environments which can be shared by several closures but only as a
whole. So, there must be an indirection when accessing the environment.

Ac1[Ag...%o.E] p = Copy p o bind™ 2 0 Ac1 [E] (...(.X)... Xo)
Ac1[x] (...(P.X),--- X0) = get oapp
Figure 6  Copy at Function Entry (AcI Abstraction)

The environmenp representg restricted to variables occurring free in the subexpreg&sion
Example. Ac1 [AX1.AXo. PUShsEq 0 X4] p
= Copy p o bind? o duple o pushg (Ac1 [E] ((p.X1).Xg))) o mkclos o swap,eo get; o appclos

The code builds a vector environment made of a specialized copy of the previous environment
and two new bindingsb(ndz) ; thex, access is now coded begt;. O

A second solution (Figure 7) is to copy the environment when building and opening closures
(asin[12]). The copy at opening time is necessary in order to be able to add new bindings in con-
tiguous memory (the environment has to remain a vector). This transformation produces environ-
ments which cannot be shared but may be accessed directly (they can be packed with a code
pointer to form a closure).

Ac2[pushs E] p = Copy p o pushy(Copy p o0 Ac2[E] p) o mkclos
Ac2[x] (-..((PX)%-1)--- X0) = gef o appclos
Figure 7 Copy at Closure Building and Opening fc2 Abstraction)

A third solution is to copy the environment only when building closures (as in [6]). In order
to be able to add new bindings after closure opening, a local enviropmesnteeded. When a
closure is built, the concatenation of the two environmews«p, ) is copied. The code for
variables now has to specify which environment is accessed. Although the transformation
scheme remains similar, every rule must be redefined to take into account the two environments.
We list here only two of them.

Ac3[pushs E] (pe.pL) = Copy (pe++pL) o pushs (A3 [E] (pe++pL () 0 mkclos
A3[AsX.E] (Pg.pL) = bind3 0 A3[E] (pg.(pL.X) With bind3 =Ag(eg,q). Asx. pushe (eg,(6,%))

Figure 8 Abstraction with Local Environments (4¢3 Abstraction)

Local environments are not compatible with : 4c3[grab E] would generate two different
versions ofac3[E] sinceE may appear in a closure or may be applied. This code duplication is
obviously not realistic.



4.3 Refinements

The sequencing can be exploited by the abstraction process. Instead of saving and restoring the
environment (as itAs[E; o E;] ), we can pass it t&; which may add new bindingbi(d) but

has to remove them (usirigt) before passing the environmentig For example the rules for
sequences arid-abstractions might be

Aseq[E1 0 Eol p =Aseq[Eq]l poAseq[E;l p
and Aseq[AX.E] p =bind o Aseq[E] (p,X) o fst

Many other refinements are possible. For example, environments can be unfolded so that the
environment stack becomes a closure stack [12]. This avoids an indirection and provides a direct
access to values.

4.4 Comparison

The size of the abstracted expressions gives a first approximation of the overhead entailed by the
encoding of thg3-reduction. It is easy to show that code expansion is quadratic with respect to
the size of the source expression. More precisely

if Size[E] = n thenSize(As(7a[E])) < n\n,-n,+6n+6

with ny the number ok-abstractions and,the number of variable occurrences (y=m,) of the
source expression. This expression reaches a maximum ysh-1)/2. This upper bound can
be approached with, for examples;... AXp- X1..- Xpp- The product jn,, indicates that the effi-
ciency of4s depends equally on the number of accessgsaid their length (). For 4c1 we
have

if Size[E] = n thensize (4c1 (Va[E])) < 6m2- 6m+7n+6

which makes clear that the efficiencyafl is not dependent of accesses. The abstractions have
the same complexity order, nevertheless one may be more adapted than the other to individual
source expressions. These complexities highlight the main difference between shared environ-
ments that favors building, and copied environments that favors access. Let us point out that
these bounds are related to the quadratic growth implied by Turner’s abstraction algorithm [29].
Balancing expressions reduces this upper boundrntm@») [16]. It is very likely that this tech-

nique could also be applied Xeexpressions to get a @ggn) complexity for environment man-
agement.

The abstractions can be compared according to their memory usageztoopies the envi-
ronment for every closure, wher1 may share a bigger copy. So, the code generatetty
consumes more memory and implies frequent garbage collections whereas the code generated by
Ac1 may create space leaks and needs special tricks to plug them (see [25] section 4.2.6).

5 Compilation To Machine Code

In this section, we make explicit control transfers and propose combinator definitions. After these
steps the functional expressions can be seen as realistic machine code.

5.1 Control transfers

A conventional machine executes linear code where each instruction is basic. We have to make
explicit calls and returns. In our framework reducing expressions of thedppeioso E in-
volves evaluating a closure and returningtd here are two solutions to save the return address.



We model the first one with a transformati®on Ag-expressions. It shifts the code following
the function call usingush, and returns to it withtsg (= Agx.Af. pushgx o f) when the function
ends (as in [12][18][19]). Intuitively these combinators can be seen as implementing a control
stack. Compared g, /\-expressions do not haappcloso E code sequences.

S:N\g - Ny

S[duple o E; 0 swapseo E;] = duple o pushy (swapseo S[E,]) oswapeo S[E4]
S[pushg E o mkclos] = pushg S[E] o mkcloso rtsg

S[bind o E] = bind o S[E]

S[E o appclod = push, (appclog o swap o S[E]

S[fst osnd] = fst' o sndortsg

Figure 9  Compilation of Control Transfers ()

The combinatoswap, = AX. Age. pushy X o push e is necessary in order to mix the new
componenk with the other ones. The resulting code can be simplified to avoid useless sequence
breaks. To get a real machine code a further step would be to introduce labels to nhame sequences
of code (such aB in push, E).

A second solution uses a transformatirbetween the control and the abstraction phases. It
transforms the expression into continuation passing style. The continuation encodes return ad-
dresses and will be then abstracted in the environment as any variable. This solution, known as
stackless, is chosen in Appel’s ML compiler [1]. It prevents the use of a control stack but relies
heavily on the garbage collector. Appel claims that it is simple, not inefficient and well suited to
implementcallcc.

SL:Ng - Ng

SITE; 0 E5] = Agk. pushg (pushsk o SITEo]) o SITE4]

Spushs E] = Ak. pushg (S(TE]) ok

SMAXE] = AkAX. pushsko STE]

SIIX] = x

Slapp] = SAAX X] = AkAgx. pushgk o x = app
Figure 10 Compilation of the Control as a Standard Argument §/)

The following optimization removes unnecessary manipulations of the continkation

pushg Eq o (AK. pushg E; 0 k) = pushs E; 0 E;

5.2 Separate vs. merged components

The pairs of combinatora\, pushy), (A, pushy), and @y, push,) do not have definitions yet.

Each pair can be seen as encoding a component of an underlying abstract machine and their defi-
nitions specify the state transitions. We can now choose to keep the components separate or
merge (some of) them. Both options share the same defioitidxyz x (y 2.

Keeping the components separate brings new properties, allowing code motion and simplifi-
cations. The sequencing of two combinators on different components is commutative and admin-
istrative combinators such aswaps, are useless. Possible definitioris §, e being fresh
variables) follow



AX.X =ACA(SX). XCS pushsN =AcAs.c(s,N
AXX =ACASA(eX). XCse pushe N =AcAsAec s(e,N

and similarly for Jy, pushy). The reduction of our expressions can be seen as state transitions of
an abstract machine, e.qg. :

pushhkNCSEK- C(S,NEK pushe NC S E K- C S(E,N) K
A second option is to merge all components. Here, administrative combinators remain necessary.
AXX=ACA(zX).XCz pushy N=AcAz. c(z,N with (a=s,eor k)

6 Extensions

We describe here several extensions needed in order to handle realistic languages and to describe
a wider class of implementations.

6.1 Constants, primitive operators & data structures

We have only considered puxeexpressions because most fundamental choices can be described
for this simple language. Realistic implementations also deal with constants, primitive operators
and data structures. Concerning basic constants, a question is whether base-typed results are of
the formpushg n or another component is introduced (@ashy, Ap). Both options can be cho-

sen. The latter has the advantage of marking a difference between pointers and values which can
be exploited by the garbage collector. But in this case, type information must also be available to
transform variables and-abstractions correctly. The conditional, the fix-point operator, and
primitive operators acting on basic values are introduced in our language in a straightforward
way. As far as data structures are concerned we can again choose to treat them as closures or sep
arately. A more interesting choice is whether we represent them using tags or higher-order func-
tions [10].

V[rec f(Ax.B)] = pushg(recsf (Ax. V[E]))

V[if E; thenEyelse B] = Y[E; ] ocond (V[E,] , V[E3a])

VIE; + E5] = V[E,] o Y[E4] o plusg YIn] = pushgn
V[cons g E5] = Y[E,] o VY[E4] ocons Y[head = head;

Figure 11  An extension with constants, primitive operators and lists

A possible extension using the component definedploght, Ay to store constants and
tagged cells of lists is described in Figure 11 with

consg = Ah.Ad. pushytagh,t) head;= AJtagh,t). pushgh

pushg n, o pushgny o plusg 0 pushg ny+n,

6.2 Call-by-name & mixed evaluation strategies

Many of the choices discussed before remain valid for call-by-name implementations. Only the
compilation of the computation rule has to be described. Figure 12 presents two possible trans-
formations. The first one considersbstractions as values and evaluates the function before ap-
plying it to the unevaluated argument. The second one (used by the TIM and Krivine machine)
directly applies the function to the argument. In this scheme functions are not considered as re-
sults.



Na: N\ - Ng Nim N\ - Ng

Ne [X] = x Nen [X] = x

2z [Ax.E] = pushs (Ax. A@[E]) Nin [AX.E] = Ax. 7 [E]

2 [Ey Eol = pushs (3@ [E]) o \a [EqJ oapp  ér [Ey Eo] = pushy(ain [Eo) o 2x [Eql
Figure 12 Two Transformations for Call-by-Name (\Na & A\in)

The transformatiomiz is simpler and avoids some overhead\af On the other hand, mak-
ing A\ lazy is problematic: it needs marks to be able to update closures [10][8][27]. This is ex-
actly the same problem as withn ; without marks we cannot know if a function represents a
result or has to be applied. In the first case, we have to return itiepwar update a closure

(cbn, ).

Strictness analysis can be taken into account in order to produce mixed evaluation strategies.
In fact, the most interesting optimization brought by strictness information is not the change of
the evaluation order but avoiding thunks using unboxing [5]. If we assume that a strictness analy-
sis has annotated the codeHyE, if E; denotes a strict function andf the variable is defined
by a strictA-abstraction themz can be extended as follows

Na [X] = pushgX Na [E1 Ex] = Na [Ex] o Az [Eq] oapp

Underlined variables are known to be already evaluated; they are represented as unboxed val-
ues. For example, without any strictness information, the expredsioat() 2 is compiled into
pushg (pushg 2) o (AX. X 0 pushg 1 o plusg). The codegoushg 2 will be represented as a closure
and evaluated by the cadj it is the boxed representation of 2. With strictness annotations we
havepushg 2 o (AgX. pushg X o pushg 1 o plusg) and the evaluation is the same as with call-by-val-
ue (no closure is built). Actually, more general forms of unboxing and optimizations (as in [26])
could be expressed as well.

6.3 Call-by-need and graph reduction

Call by need brings yet other options. The update mechanism can be implemented by self-updat-
able closures (as in [24]), by modifying the continuation (as in [12]). Updating is also central in
implementations based on graph reduction. Expressing redex sharing and updating is notoriously
difficult. In our framework, a straightforward idea is to add a store component along with new
combinators. Each expression takes and returns the store; the sequencing ensures that the store i
single-threaded. We suspect that adding store and updates in our framework will complicate cor-
rectness proofs. On the other hand, this can be done at a very late stage (e.g. after the compilation
of call-by-name an@-reduction). All the transformations, correctness proofs, optimizations pre-
viously described would remain valid. The complications involved by updating would be con-
fined in a single step. We are currently working on this issue.

7 Classical Functional Implementations

Descriptions of functional compilers often hide their fundamental structure behind implementa-
tion tricks and optimizations. Figure 13 states the main design choices which represent the skele-
ton of several classical implementations.

There are cosmetic differences between our description and the real implementation. Also,
some extensions and optimizations are not described here. Let us state precisely the differences
for the categorical abstract machine. gt = 4s+ 14 as stated in Figure 13, by simplifying
this composition of transformations we get



cam [x] p =fst osnd
CAM [AX.E] p = pushg (bind o (CAMTE] (p,X))) o mkclos
CAM [E; E5] p =duplg o (CAM[E4] p) o swapseo (CAM[E,] p) o appclos

Thefst, snd, dupl, andswaps, combinators match with CAM’Est, Snd, Push andSwap.
The sequencpushg (E) o mkclos is equivalent to CAM'Cur (E). The only difference comes
from the place obind (at the beginning of each closure in our case). Shifting this combinator to
the place where the closures are evaluated (i.e. merging iappttiog, we getA(X,€). pushs €
o bind o x, which is exactly CAM’s sequen€&ons;App.

Compiler Transformations Components
SECD Va Id As S s (e=k)

CAM Vo Id As Id S=e

ZAM Vm Id As S s(esk)
SML-NT Vg S (Ac3+4s) Id s e (registers)
TABAC (cbv) Va Id Ac2 S (s=e)k
TABAC (cbn) Na Id Ac2 S (s=e)k

TIM (cbn) Nim Id Acl Id se

Figure 13 Several Classical Compilation Schemes

Let us quickly review the other differences between Figure 13 and real implementations. The
SECD machine [18] saves environments a bit later than in our schartteermore, the control
stack and the environment stack are gathered in a component called dump. The data stack is also
(uselessly) saved in the dump. Actually, our replica is closer to the idealized version derived in
[13]. The ZAM [19] uses a slightly different compilation of control tWamand has an accumu-
lator and registers. The SML-NJ compiler [1] uses only the heap which is represented in our
framework by a unique environmemtlt also includes registers and many optimizations not de-
scribed here. The TABAC compiler is a by-product of our work in [12] and has greatly inspired
this study. It implements strict or non-strict languages by program transformations. Compared to
the description above the environments are unfolded in the environment/data stack. The call-by-
name TIM [10] unfolds closures in the environment as mentioned in 4.1. The transformation
has the same effect as the preliminary lambda-lifting phase of TIM.

8 Towards Hybrid Implementations

The study of the different options proved that there is no universal best choice. It is natural to
strive to get the best of each world. Our framework makes intricate hybridizations and related
correctness proofs possible. We first describe mawand 9 could be mixed and then how to

mix shared and copied environments. In both cases, mixing is a compile time choice and we sup-
pose that a static analysis has produced an annotated code indicating the chosen mode for eack
subexpression.

8.1 Mixing different control schemes

The annotations are of the form of typgesa |m| T, alm T, with a (resp.m) for apply (resp.
marks) mode. Intuitively a function &: 2 B takes an argument which is to be evaluated in the
o-mode whereas the body is evaluated ind#meode. This style of annotation imposes that each
variable is evaluated in a fixed mode.



MixV[X] = Xq X

M E 2 Bl = X5 \ox. M [E])

Ma[EL ° PES] = Yy 0 MitV[E5] o MicV[Eq] oZs

with Xga =pushg Ya=1Id Z,=app
Xm=grab Y m=pushge Z.,~Id

Figure 14 Hybrid Compilation of Right to Left Call-by-Value

We suppose, as in 3.2, that it is possible to distinguish the special ddsome the others.
The values produced by each mode are of the same form and no coercion is neassdry-
ure 14) just addpush € before the evaluation of an argument in modendapp after the eval-
uation of a function in moda. Results are returned usipgishy or grab according to their
associated mode.

8.2 Mixing different abstraction schemes

One solution uses coercion functions which fit the environment into the chosen structure (vector
or linked list). The compilation can then switch from one world to another. In particular, switch-
ing from 4sto Ac1 creates a kind of strict display (by comparison to the lazy display of [22]).

As[E] p =List2Vectp o Ac1[E] p
Another solution uses environments mixing lists and vectors (as in [28]).

MixA[AX.E ®P] p =Mix p 8 obindy o Mixa[E] (6 O X)
MixA[x] (...(p.pi),---Po) = fst' o sndo MixA[x] P with % in p;
MixA[X] [p:pi:---:pol = get o MixA[x] pj with % in p;
MixA[x] (...(pX),....%o) = fst' o sndo app
MixA[x] [p:X:...:Xo] = get o app

Figure 15 Hybrid Abstraction

EachA-abstraction is annotated by a new mixed environment strugtamel (1 which indi-
cates how to bind the current value (as a vector “:” or as a link “,”). Mixed structures are built by
bind:, bind, and the macro-combinatbfix which copies and restructures the environnpesu-
cording to the annotatio (Figure 15). Paths to values are now expressed by sequerisgs of
sndandget. The abstraction algorithm distinguishes vectors from lists in the compile time envi-

ronment using constructors “:” and “,”.

9 Conclusion

In this paper, we have presented a framework to describe, prove and compare functional imple-
mentation techniques and optimizations (see Figure 2 in 2.5 for a summary). Our first intermedi-
ate languagé\g bears strong similarities with CPS-expressions. Indeed, if we take combinator
definitions DEF1) (section 2.5) we naturally get Fischer's CPS transformation [11]

(section 3.1). On the other hand, our combinators are not fully defined (they just have to respect a
few properties) and we avoid issues such as administrative reductions. \easea powerful

and more abstract framework than CPS to express different reduction strategies. As pointed out
by Hatcliff & Danvy [14], Moggi's computational metalanguage [23] is also a more abstract al-
ternative language to CPS. Arising from different rodisis surprisingly close to Moggi’s. In



particular, we may interpret the monadic constriigjfsaspush E and (et xJ E; in E,) asE; o
AX.E, and get back the monadic laws @@t.(letn) and (ass) [23]. On the other hand, we disal-
low unrestricted applications aid-expressions are more general than merely combinations of
[] andlet’s.

Related work also includes the derivation of abstract machines from denotational [30] or op-
erational semantics [13] [27]. Their goal is to provide a methodology to formally derive imple-
mentations for a (potentially large) class of programming languages. A few works explore the
relationship between two abstract machines such as TIM and the G-Machine [4][25] and CMCM
and TIM [21]. The goal is to show the equivalence between seemingly very different implemen-
tations. Also, let us mention Asperti [2] who provides a categorical understanding of the Krivine
machine and an extended CAM.

Our approach focuses on the description and comparison of fundamental options. The use of
program transformations appeared to be suited to model precisely and completely the compila-
tion process. Many standard optimizations (decurryfication, unboxing, hoisting, peephole optimi-
zations) can be expressed as program transformations as well. This unified framework simplifies
correctness proofs and makes it possible to reason about the efficiency of the produced code as
well as about the complexity of transformations themselves. Our mid-term goal is to provide a
general taxonomy of known implementations of functional languages. The last tricky task stand-
ing in the way is the expression of destructive updates. This is crucial in order to completely de-
scribe call-by-need and graph reduction machines. We hinted in section 6.3 how it could be done
and we are currently investigating this issue. Still, as suggested in section 6, many options and
optimizations (more than we were able to describe in this paper) are naturally expressed in our
framework. Nothing should prevent us from completing our study of call-by-value and call-by-
name implementations.

Acknowledgments. Thanks to Charles Consel, Luke Hornof and Daniel Le Métayer for com-
menting an earlier version of this paper.
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