Modal Contracts for Component-based Design

Gregor Goessler and Jean-Baptiste Raclet
INRIA Grenoble — Rhéne-Alpes
France
Email:firstnane. | astnane@nria.fr

Abstract—Contracts and their composition may be used with In a component-based design flow, contracts and their
different goals in a component-based design flow: on the one composition may be used with different goals in the design
hand, a component contract describes the guarantees a compo- flow: on the one hand, a contract may be used to describe

nent is able to give, depending on its environment. On the ot th t tis able to qi d di it
hand, arequirement contract, or aspect, specifies a guarantee that e guaraniees a component IS able 10 give, depending on Iis

must be ensured under some hypothesis. For component conts ~ €nvironment. We call this @omponent contractComponent

we define a “best effort” composition satisfying the propery of contracts can be used top-down to successively refine an
independent implementability. For aspects we define a composition apstract component, or bottom-up to build a system from
based on modal conjunction, which is shown to beound. Modal previously constructed components. On the other hand, a

contracts allow keeping a larger design space than their non tract . . A tee that t
modal version, and thus avoid prematurely ruling out possilte contract may specify aquirementas a guarantee that mus

implementations. be ensured under some hypothesis. We call this a requirement
Index Terms—Component-based design, contract, modalities, contract, oraspect Aspects are usually implemented top-
composition. down. Therefore, contracts are an elegant way to combine

bottom-up and top-down design. Although syntacticallyr¢he
. INTRODUCTION is no difference between both kinds of contracts, the difiee
Contracts have first been introduced as a type systefdmes from the way they are composed.
for classes [1]: a method guarantees some post-conditiorFor component contracts over disjoint components we de-
under the assumption that its pre-condition is satisfied. fine a “best effort” composition operation that is paranzetd
the component-based programming community, contracts @i an interaction modelinspired by the BIP framework [4],
increasingly focus of research as a means to achieve one of[6]. The composition ensures each guarantee depending on
main goals of the component paradigm, namely the deplayre satisfaction of its assumption, provided that the guae
ment and reuse of components in different, a priori unknows feasible under the specified interaction model. We show
contexts. As components may interact under various modetgit this operation satisfies the propertyimdependent imple-
of communication, the notion of contract has been gen&mlizmentability
from pre- and post-conditions in the form of predicates to For aspects on the same component or sub-system we define
behavioral interfacesuch asnterface automat42], allowing a composition operation based on modal conjunction to ensur
to reason about the temporal behavior of environments wighat the composition refines both contracts. This is matiyat
which a component can be composed. by the fact that different aspects express different regquoénts
In contrast to aspecificationdefining how a componentwhose conjunctions is to be satisfied. The same operation
mustbehave, contracts can be seen as implications, providisgrves to compose an aspect with a component. It is shown
a guarantee depending on an assumption on the contéxtbe soundand, under some conditions, complete. To our
Accordingly, different semantics of contract compositiam® knowledge this is the first work formalizing and allowing to
conceivable, with the two special cases adnjunction of effectively combine both types of contract composition.
implicationsyielding alazy composition, andmplication of  Furthermore, we define a prioritized composition of aspects
a conjunctionfor an eagercomposition. The latter approachwhose result refines the composed aspects, such that in case
is adopted by [3], where the assumption of the composeé inconsistencies among them, an aspect of higher priority
contract is defined as the weakest assumption ensuring tbeerrides” a lower-priority contract.
conjunction of both guarantees. In the present work we ahoos We define contracts in terms ofodal automat46] extend-
the former approach: a component satisfying the compasitiing automata with a modality that indicates for each tramsit
of two contracts must satisfy each guarantee if and only whether itmayor mustbe implemented. This additional typing
the corresponding assumption holds. This notion of comphas the advantage of keeping a larger design space, whereas a
sition is consistent with the component paradigm mentiong@emature choice of implementing or not a given transition
above, enabling the component to offer different guarantegould prematurely narrow the design space, and rule out
depending on the context. possible implementations.

_ _ Related work.Modal specifications benefit from a well-
This work was funded by the European STREP COMBEST projecthau . . .
215543, established theory and a set of results that we build upon, in

Accepted at SEFM’09. particular work on modal residuation [7]. A detailed dissias



of benefits of modalities for interface theories, in paricu ack
for fitting together contracts over different action vockies,
can be found in [8]. Since we introduce two distinct operadio Grun ‘ '
for composing contracts over disjoint interaction modeid a
common interaction model, respectively, we do not encaunte
this issue here.

Verification based on modal contracts in BIP is studied
in [9], where a decomposition of contracts is used to LT T
define compositional refinement of component contracts. msg
[10] discusses a contract-based design flow for a rich Apun Q ”””” .@msg
component framework. Aspects are formalized in terms of h -7
pairs (assumption, guarantee) of sets of traces. Conpamcti nack
of non-modal specifications has been introduced in [11] with
the goal of enabling heterogeneous specifications mixing  Fig.- 1. Communication channel — functional asp€gt.,,
operational and logical parts.

This paper is organized as follows. Section Il defineie modalities may appear. We thus consider an extension of
modal specifications. Section Il introduces contracts a@godal specification callepiseudo-modal specificationshich
pairs of modal specifications. Furthermore, weak impl@ati possesses a distinittconsistenstate L.
between modal specifications is introduced, and its pragsert T
are discussed. Using these results, Section IV definesaevEefinition 3 (Pseudo-modal specification pseudo-modal

i AR _ 0 m M
composition operations for contracts, and Section V catedu  SPecificatioris a tuplepS = (QU{ L}, ¢", X, A™, A™) where
QU {1} is a finite set of states with. ¢ Q, ¢ € Q is the

unique initial state andA™, AM C Q x ¥ x (QU {L})
Il. MODAL SPECIFICATIONS are two transition relations such that™ is deterministic and

AI\/I C A'rn_
Automata enriched with modalities on transitions have been —

introduced in [6] twenty years ago (see [12] for a complete Modal specifications correspond to the subclass of pseudo-
survey). Basically, modal specifications possess two tyfesmodal specifications for whichL is not a reachable state.
transitions:may-transitions that are optional, as opposed tAs a consequence, the definitions below for pseudo-modal
must-transitions that are obligatory. specifications also apply to modal specifications. &ar Q,
Definition 1 (Modal specification) A modal specifications we denote: h ¢ acti ¢ hich th .

atupleS — (Q,q°, %, A™ AM) whereQ is a finite set of  * n/my(q)t eseto actlona/ or WmI.C there exists a state
states,q’ € Q is the unique initial state}. is a finite set of ¢' € QU{L} with (¢,a,¢") € A™; _

actions (or ports), and\™, AM C Q x X x Q are respectively ~ ° n}ust(q) the set of actlonz/a for WIDICh there exists a state
the set ofnay-transitions and ofnust-transitions. We require ¢ € QU{L} with (¢,a,q') € A™;

that A™ is deterministic (that is(¢,a,q') € 6 A (¢,a.q") € * "ustnot(q) the set of action& \ may(q).

§ = ¢’ = ¢") and thatAM C A™, Definition 4 (Refinement) A pseudo-modal specification
pS1 = (Q1 U {L1},¢%, %, A7 AM) refines a pseudo-modal

The conditionAM™ C A™ naturally imposes that eve A .
. y mp ryspeC|f|cat|onp‘S‘2 = (Q2 U {15},q9, %, AT A, written

required transition (i.e., iM\*) is also allowed (i.e., is also

in A™) pS1 =< pSs, if there exists a simulation relatioh C Q1 x Q2
For short, we shall write or draw; - ¢ when (g, a, ¢') € such that:(¢?,¢9) € 0, and for all (¢1, ¢2) € 6, the following
' o holds:

M. @ / m M. a /.
AT 7@ qmwhen (¢:0,¢') € A™\ AT g = whenvq' : . for every(qq,a,qb) € AY there existyqi,a,q;) € AM
(q’ a’7 q ) ¢ A " / / .

and (q1, q3) € 0,
Example 1 (adapted from [13]) Consider a communication o for every(q:,a,q,) € A™ there exists(qo, a, q}) € AT
channel whose alphabet of actions inclusesgfor a sending and (¢}, q¢3) € 0.
request and two kinds of acknowledgment for transmission:
ackin case of success anthckin case of failure. The upper
modal specification in Fig. 1 specifies that every message s
must be acknowledged.

Remark that, since the simulation relatiéns defined over
x @2, the inconsistent states; and 1, cannot appear in
the pairs of states of. Moreover, for any paifq:,¢2) € 0
we have by definition:
Definition 2 (Behavior) We callbehaviora modal specifica-
tion (Q, ¢°, =, A™, AM) where AM = A™. may(q1) € mays(qz)

. . . must 2 must
When composing specifications (several composition oper- @) 2 2(¢2)

ations will be introduced later on), inconsistencies bemve Definition 5 (Model relation) A behavior3 is a modelof a



pseudo-modal specificatignS, denotedB = pS, if B < pS.  ((Q1 x Q2) U{L},(¢),4¢9),%, A™ AM) with the transitions
The set of models giS is denoted byMod(pS). given by Table I.

We write St for the modal specification Observe that then for all state of the foKiq , ¢2) of S1&Ss
{q°), ¢, 5, A™ AMY with (¢°,a,¢°) € A™ for all we have:
a € ¥ and AM = (); St is greater for< than all modal

specifications and it admits every behavior as a model. may((q1,42)) = mayi(q1) N may>(g2)
On the other hand, leS, be a modal specification with must((q1, g2)) = must1(q1) Umusta(ge)
Mod(S,) = 0, refining all modal specifications. Remark 2. Mod(S; ASs) = Mod(S1)NMod(S): thus great-

. est lower bound operation coincide with a logical conjuanti
We call p(pS) the reduction ofpS. It follows the obser- [16].

vation that if there is a must-transitian-= L in pS thengq

cannot belong to a simulation relation Definition 8 (Least upper bound/). Theleast upper bound
o . S1 VS of § and S, is the tuple <(Q1 X Q) U Q1 U
Definition 6 (Reductionp). For U C Q, let Qs (40, 49), 5, A™, AM) whereA™ = AT" U AZ* U (A™Y,

preM(U) = {q€ Q| (g.a,q') € AM A ¢ €U}, bAyMT:b@i‘fl UAY U(AMY, and(A™)' and (AM)" are defined

pred (U) = U, prep’,(U) = preM (pre) (U)) for k > 0,
and pre(U) = U, pre)? (U).

The reductiorp(pS) of a pseudo-modal specificatigs = may((q1,q2)) = mayi(q1) Umaya(g2)
(Q,q", %, A™ AM) is defined asS | if ¢° € pre ({L}), and _
as the modal specificatiof@ \ prel! ({1}),¢°, %, A7, AXT) must((q1, q2)) = musta(q) O mustz(q)
otherwise, whered”" C A™ and A C AM are the sets of
transitions ofpS whose source state and destination state do!!l. CONTRACTS ASPAIRS OF MODAL SPECIFICATIONS
not belong topre ({L}). We now enrich our component-based framework with a

This construction is similar to the one for the synthesiréOtion of contracts. As briefly indicated in the introduetjca

of a most permissive controller [14] with interpreted as contractis a pair of specifications: one describes an assomp

the unique bad state and with must-transitions as transitic®" the usage of the component made by its environment; the

labeled by uncontrollable events other one corresponds to a guarantee offered by the componen

A pseudo-modal specification can be reduced into a modHi long as the assumption Is satisfied.
specification with preservation of its semantics. A. Contracts

Then, all stategqi,g2) of S; V S, satisfy:

Lemma 1 (Consistency) The modal specification(pS) pos- Definition 9 (Contract) A contractC over X is a pair (A, G)
sesses the same set of modelp&d7]. of modal specifications over, where A is called assumption

e and G guarantee
In the sequel, pseudo-modal specifications may serve as 99

an artifice when composing modal specifications; conflicts A contractC = (A,G) on a component with alphabét
between the modalities of the composed modal specificatiqgigarantees any implementation to satigly provided that
may be represented thanks to a transition to an inconsistentd is satisfied. Since the context in which the component
state. By then applying the reduction operation, a semalhtic will be deployed is unknown at design time{ can only
equivalent modal specification is obtained. make assumptions about the locally observable behavior of

. ) . the component when integrated in its environment, not about
Remark 1. The main reason for assuming determinism ithe behavior of the environment itself.

the may-transition relation for modal specifications istttize o .
modal refinement then coincides with the inclusion of sets lBkample 2. The contrac{Arun, Grun) consisting of the pair

models [7]: letS; and S, be two modal specifications: of modal specifications in Fig. 1 specifies that every message
sent must be acknowledged, provided that a sent message is
S1 28« Mod(S1) € Mod(S») re-emitted as long as it has not been acknowledged.
If nondeterminism is allowed i5; or Sz, modal refinement Definition 10 (Implementation) A modal specificationS
is not complete [15]. satisfies a contract = (A4,G) if AANS < G. Models B
of such anS are then called implementations 6f denoted

Modal specifications equipped with modal refinement for% c
a complete lattice; leS; = (Q1, ¢}, %, AT, AM) and S, = =C.
(Q2,49,%, A, AM) be two modal specifications, their infi- Refining a contract means weakening assumptions and
mum and their supremum are the following: strengthening guarantees:

Definition 7 (Greatest lower bound\). The greatest lower Definition 11 (Refinement) A contract (A’,G’) refines
boundof S; and S; is S; A Sz = p(S1&S2) whereS1&S2 = (A, G), written (A, G") < (A,G) if A< A" andG’ < G.



A || 72 52 qf | a2 ~222 g} | a2 2
@ 14, (q1,92) 5 (¢4, d5) | (q1,92) > (4}, db) | (q1,q2) % L
a a
a1 -=»1 ¢4 || (q1,92) > (L db) | (q1,92) == (ql,dh) | (q1,q2) %
a a a a
q1 +1 (q1,92) — L (q1,92) - (q1,92) =

TABLE |
TRANSITIONS RELATIONS OFS7 A So

Vv || g2 5o b | q2 -%sg a4 | g2 2

a a
514, (q1,92) > (@}, db) | (a1,92) -=» (q),dy) | (a1,42) -=» g}
a a a a
g1 -—>147 || (q1,92) -=» (¢1,95) | (q1,42) —=»> (41, 45) | (q1,92) = q}
a a / a / a
q1 #1 (q1,q2) --+ d} (q1,92) --+ ¢} (q1,92) -

TABLE Il
TRANSITIONS RELATIONS OFS7 V Sg

Contracts can also be ordered by comparing their sets of

implementations: \9 \p \‘9
Definition 12 (Model inclusion) We write (A", G") C (A, G) ¢ ia ¢
if every implementation of4’, G’) is also an implementation b a
of (4,G). We write (A",G") = (A,G) if (A',G") C (A,Q)
and (A, ) E (A, G). S S5 S
Proposition 1. (A4',G") < (A,G) = (A',G') C (A,G). The
converse is not true. \, e \A
| as b

One important question following Definition 10 is then: “ y \‘T
can we compute a modal specification having the same set Tb a g
of implementations as a given contract? This question is 1 o'y
addressed by studying the operation inverse to conjunetion S48, SIAS, S+S

B. Weak Implication

This section introduces a new operation on modal specifiy. 2. Counterexample showing the incompleteness of wesgligation <
cation calledweak implicationwhich is a partial adjoint of
the conjunction. In other words, the weak implicatisr- S;

solves the equatio§; A X < S. . .
a ! - The converse does not hold in general. Consider the modal

Definition 13 (Weak implication=-). Theweak implicationof specifications in Fig. 2 defined over the alphabetb}, we

two modal specificationS; andSs is S1+82 = ((Q1 xQ2)U  haveS; AS; < S butS, £ 8+ 8 as after a first occurrence

{T}(4Y,49), %, A™, AM) with transitions given by Table Ill, of a, the actiona is required inS + S; whereas, inS,, a is

and T -2 T forall a € 3. forbidden.

LetS; +S§=8, whenS # S, andS +~ S, = 5. We now define a relation between modal specifications

. . . called non-conflicting under which completeness of weak

The ruk:es n Table Il are such that f6% + 5, with 51, 5 # implication is ensured. Intuitively two modal specificaiso

S, we have: S1 and Sy are non-conflictingif any action required by one

is not forbidden by the other. In [17], this relation is cdlle

may((q1,g2)) = mayi(q1) U mustnotz(qz) )
independence

must((q1,q2)) = musti(q1) \ musta(gz)

Definition 14 (Non-conflicting) Two modal specificationS;

Intuitively, for a given pair of states, the modality ofands, are non-conflictingif there exists a relatiod® C Q; x
each action is defined as the weakest modality such that #)g such that(¢?, ¢9) € T and for all pairs(qi,¢) € I':

conjunction withS, refiness;. . for every(qi,a,¢,) € AM there existsqs, a, ¢}) € AL

Proposition 2. Given three modal specificatior, S, and and (¢, q5) €T
S, the following implication holds: o for every(gz,a,q5) € A} there exists(q1,a,q) € A"
and(q;,q5) € I';
S3S§+SH=NEHZS. o if (q1,a,q1) € AT and (g2, a, ¢3) € AZ* then(qy,q3) €



. a / @ / a
~ q2 —2 45 q2 ——*2 Qo q2 2

a
a1 d || (@,92) = (ddh) | (a,92) > (4 ) | (a1,92) > T
a a a a
g -—>147 || (q1,92) —=» (¢1,4%) | (q1,492) —=» (¢}, 45) | (q1,q2) ——» T
a a a a
q1 1 (q1,q2) - (q1,q2) - (q1,92) - T

TABLE Il
TRANSITIONS RELATIONS OFS1 + S2

T ack

Example 3. The modal specification$; and S, in Fig. 2 are
not non-conflicting as, after the occurrencecgfthe actionb

is required inS; and forbidden inSs. |

greatest lower bound; A Sy does not produce inconsistency,
as the ruley; % ¢} andqy -, which entails a must-transition o
(q1,q2) = L, is never applied. o

Proposition 3. Given three modal specificatior, S, and ack,nack,msg
S such thatS; and S, are non-conflicting:

If S; andS, are non-conflicting then the computation of the . @

SINS <8 =8=<8=8. Fig. 4. Implicit form of the contracCrn

Weak implication is called gartial adjoint of conjunction
as it is correct (Prop. 2) but complete only under certain
assumption (Prop. 3). A correct and complete constructi
which would then be an adjoint of conjunction does not exi
for modal specifications.

«n has amay-transition from the initial state to a -state
elled byack and nack This represents the consequence
of the violation of the assumption: dck or nackoccur then
the contract is relaxed and no more guarantee is provided.
Lemma 2. For modal specificationss, S, S1, and Sz, S A
S XS andS NS, <8 does not imphyS A (§1VSs) <S8’

in general. IV. COMPOSITION OFCONTRACTS

. . e N ) Composition operations for contracts may be used with
Pr?of. Consider th? modal specmcatlons/ln Fig- 81\ jiterent goals in a design flow, and hence, be given differen
S128 andSA S IS bULS A (S1V &) £ 8" semantics: on the one hand, a contract may describe the
Theorem 1. Conjunction for modal specification does noguarantees a component is able to give, depending on its
have an adjoint. environment. Accordingly, theomponent compositioaf two
ontracts is thestrongestcontract satisfied by the composition
f any pair of implementations of both contracts.
On the other hand, a contract may be used to specify a
requirementas a guarantee that must be ensured under some
SAS XS — § <808 hypothesis. We call this a requirement contract,aspect
, , o We define two operations foaspect compositiorof two
If Si = S"eSthenSi VS, < 8¢S, by definition of the  coniracts: one with a conjunctive semantics, defined as the
least upper bound. By correctness<wofve would then have: eayestcommon refinement of both contracts, apdority
SA(81V82) =&, in contradiction with Lemma 2. B o5 nqsitiopallowing a contract of higher priority to override

Proposition 4. Given four modal specifications , S», S; and @ lower-priority contract in case of conflict.
84:

Proof: Suppose that there exists a construction denote
which is an adjoint of conjunction. We would thus have, for
any modal specifications,S” andS;, i = 1,2:

A. Component Composition

g g; f (‘221 i@j‘f ‘?941 ?Sfiz,f“ 252+ S For disjoint component contracts we define a “best effort”
) - - ) composition operation that is parametrized byiateraction
For a given contraaf = (A, G), the weak implicatiof=.4 modelinspired by the BIP framework [4], [5]. The composition
is called themplicit form of C. It is refined by all specification ensures each guarantee depending on the satisfaction of its
S satisfyingC and such thaS and.A are non-conflicting. assumption, provided that the guarantee is feasible umger t

Example 4. The implicit form of the contradr.,,, in Fig. 1 specified interaction model.

is depicted in Fig. 4. Whileack and nack are forbidden in Definition 15 (Interaction model) An interactionover an al-
the initial state of the assumptiadr..,, the implicit form of phabet of action& is a non-empty subset &f. Aninteraction



y . h h A A > N
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Fig. 3. Example wher& AS; <S8’ andS A Sy X 8’ butS A (S1V S2) A8,

Consider two behavior$3; and B. that are respectively

implementations of contract§; and C,. When a system is

. b Y alc built bottom-up by _composin@l a_nd By via an int_eraction
'\ model IC, one obvious question is: what can be inferred on
°
Sa

Bi||;cB2 thanks toC; and C2? To this end, we define the
composition operatio® ;- on contracts.
'SIHICSQ

Definition 17 (Composition®,.). Given contractsC; =
(A1,G1) and C2 = (Az,G2) on disjoint alphabets and an
interaction modellC, we defineC;®,.C2 = (A, G) where:

e G=(G1+A1)|:c(G2 + A2)

. n . . ° -A:(A1||ICA2)+Q
modelover ¥ is a set/C' C 2* of interactions over: such N - _ o
that |, ;o @ = 3 Proposition 6. The compositiom®, . is associative and com-

) ) o ) “mutative.
An interaction between behaviors is a set of actions taking

place simultaneously. An interaction model defines the set o The property oindependent implementabiligglso referred

all possible interactions. For disjoint alphabBtsi = 1,...,n, {0 asconstructivityin [18]) allows to obtain an implementation

and an interactiony over|J, 3;, let afi] = a N ;. of the composition of contracts as the composition of their
’ implementations.

Fig. 5. Example of compositiofj;c

Definition 16 (Composition||;-). The composition of two
modal specificationsS; = (Q;,q?, Li, AT, AM), i = 1,2 Theorem 2 (Independent implementability)-etC;, Cs be two
with disjoint alphabets, under an interaction model over contracts on disjoint alphabets and" an interaction model,
LWy 05 SillieS = (Q1 x Qa, (49, ¢9), IC, Am, AM)if By |=C1 and By |= Ca then By ||, Bz |= C1®,cCa.
where the transition rglationrlgxm a”}g_AM are obtained by gince the contradt; ,.C» is satisfied by the composition
synchronizing respectivel; an.d Aj'forany a € IC, under IC of any pair of implementations af; and Cs, the
o ((q1,42), 0, (q1, 45)) € A™ if (gi,ali], ¢;) € A" when  composition operation®, . allows to reason about contracts
ali] # 0, andg; = g; otherwise,i = 1,2; in a bottom-up manner.
o ((q1,92),0,(q1,45)) € AMif (g;,ali],q;) € AM when
ali] # 0, and¢; = ¢, otherwise,i = 1, 2.
LetS||IcSL :SL|‘ICS =8].

Proposition 7 (Stepwise refinement)Given three contracts
C,Cq,Cs, the following holds:

Example 5. Fig. 5 shows the modal specificatiofs and S,, €1 2 G = G®cl = 6Bl
defined over the alphabefs, b} and{c,d}, respectively, and

their compositionS, |,oS» under the interaction model Example 6. Consider a client whose alphabet consists of the

three actions:sendfor a message to be transmitted, and two
IC = {{b},{a,c},{b,d}} kinds of responsek if the message has been received, and
wherealc and b|d stand for{a, ¢} and {b, d}. fail other\_/vise. The contract in Fig. 6 states that, under the
hypothesis thafail never occurs, every transmitted message
Refinement is a congruence with respect to compositi@well received (i.e.sendis acknowledged bgk).
(this property is also calledtepwise refinemendf modal  The interactions between the client and the communication
specifications): channel are given by the interaction model

Proposition 5. For modal specification§ over, S;,S2 over IC = {{msg, send}, {ack, ok}, {nack, fail}}

Y/, andIC overX wy/, ) ] ]
The result of composinGg.,,, of Fig. 1 andC¢yjen: Of Fig. 6

S1 2 S = SillieS = S8 is depicted in Fig. 7. In the obtained guaranteesgsendis



gClient
ok
send,ok
// \\
1 1
\ /
AClient O

Fig. 6. A contractCcy;en: for a client component

followed byackok unlessnacKfail occurs, which constitutes a
violation of A¢y;en:. From then onmsgsendmay be followed
by acKok or nackfail.

By independent implementability, the composition of any
pair of implementations ofCp,, and Ccen: Satisfies
Crun®:cColient- This may look surprising, since the assump-
tion Ag,. allows ackok to take place from the initial state,
whereasack was not allowed to happen from the initial state
of Ar.,. This is because this behavior is ruled out@®y;;en:,
which guarantees onlgendto take place. In other words, the
information ofCcy;en: IS used to weaken the assumptidg, ..

B. Aspect Composition

It is current engineering practice to model different as-
pects of a specification separately. In terms of contrahts, t
amounts to attach several contracts to a single component. A
central question is whether a set of contracts is consistent
and how to compute a common implementation,sbared
refinement[19]. We define the composition of contraafs
and C, as theweakestcontractC' refining each aspect, that
is, making the guarantee of each contract provided that the
corresponding assumption is met.

Definition 18 (Composition®). Given two contract€; =
(A1,G1) andCe = (A, G2) over the same alphabet, let

Ci®Cy = (-A1 V A, (G + A1) A (G2 +A2))

A component satisfying the composition of two contracts
must satisfy each guarantee if and only if the corresponding
assumption holds. This notion of composition is consistent
with the component paradigm mentioned above, enabling the
component to offer different guarantees depending on the
context.

Proposition 8. The composition® is associative and com-

\
ackiok;nackfail /

ackok,nackfail

Q Q ackok,nacKfail
~.msgsend - .

| . \
nacKfail N

- ~

Q Q \) msgsend
\\\gCHolf/// , ~--7

!
/

Q msgsend
-A®Ic

Fig. 7. The contracCpy,®:cCclient

overload

// \\

- N
[N ) \
| [N - \
/

/
. reset
ack, nack, msg msg, nack

overload

- ~
- ~

Agel

/ \
! 1
\ /

N reset
ack, nack, msg

Fig. 8. Communication channel — reliability aspét,;

mutative. Moreover, it is=-idempotent: for any contraaf, Theorem 4 (Completeness ofp). Consider two contracts
CacC=C. C1 = (A1,G1) and C; = (A3, Gy) over the same alphabet.

. , If S is a modal specification that satisfi€s and C; and is
Theorem 3 (Correctness ofp). Each implementation af; & -conflicti ; h isfi
C, is an implementation af; and ofCs, that is,C; ©Cs C C;, non-conflicting withA and Az, thens satisfiesC, & Cs.

1=1,2. . . ,
Proposition 9 (Stepwise refinement)For contractsC, Cy, Co



over the same alphabet, ’a_c !( -Qe}Ck ‘aCTn? k]

- ~ \
-— e
\ 1

Ci 2 C = C18C 2 CdC

Example 7. Consider now a second contraCk,; in Fig. 8 ‘ X reset f,Q ‘ ‘ Q ‘
dealing with the reliability of a communication channel.drl oo o . ‘

/

new actions are introducedverloadwhich occurs when thV\T '
maximal capacity of the communication channel is reac ed
and resetfor the re-initialization of the system. The contract

overioad | 4 reget ovquoad

\
4 ’ \ \ \
7/ 7 ‘ \ (

Crer specifies the following: " reset r‘;lck\,nack ack,hfck

o assumptiondp;: on overload the system must be reset: / Qx/érload ‘ /'

o Quaranteejpr.;: on overload the communication channefﬁ re%f/* Dra \ﬁiékfnackf
only producesnack or, equivalently, messages can be‘ - \\o‘ﬁrload
positively acknowledged only when the system is POt ‘ n T ‘
overloaded. Q RN

We revisit contracCr,,, of Fig. 1 and extend its alphabe <. nack 7 _

by addingmay-self-loops labeled witloverloadand reseton — — — <« — — — - —
every state ofdr,, and Gg,,. Call the resulting contract ) a—ci(_ﬁécfk
C%‘un

The guarantee obtained by composing the two asg&gts

and Cg,; is depicted in Fig. 9. It can be decomposed in four
blocks:

« the upper left block corresponds to the situation where ‘
none of the assumptions made in the two contracts is ‘ ‘
violated and thus, both guarantees are verified;

« the upper right block corresponds to the case where \ nack SN ‘
the assumptions of,,,, has been violated. As a con- rﬁseﬁi ;overload reset ‘:ovevoad

Fig. 9. The guarantee @, = & Cre;.

—

sequence, the contra€f.,,,, is disabled and onlgr,; is \
ensured;

« similarly, in the bottom left block, the assumptiornCef,;
have been violated and onty,,,, is ensured;

« last, the bottom right block is & -state corresponding to
the situation where both assumptions@f,,,, and Cr.;
have been violated and both contracts are disabled.

un

nack \

JR—

In practice, aspects are not equally important. For inganc
an aspect “safety” may be chosen to override an aspect “qual-
ity of service”. The operation opriority composes aspects
in a hierarchical order, such that in case of inconsisteany,
aspects of higher priority overrides a lower-priority caut.

A similar operation for the four-valued Belnap logic has ibee
introduced in [20] to compose access control policies.

reset, overIoaL

Fig. 10. The guarantee @fre; < Cfr,,,,
Definition 19 (Priority composition) Let &; =
<Q17q(1)72aA§’[nvA{VI> and '52 = <Q2aq(2)a27A£naAéw>
be two modal specifications,S; < Sy is the . .
tuple ((Q1 x Q2) U Qa (2, q), S, A™ AM) with E/xample 8._ The _gua_lrantee obtained by composlﬁgez <
A™ = A'U (A™), AM = AM G (AMY, and (A™) Clr,,n IS depicted in F|g._10. When the communication channel
and (AM)' are defined by Table IV. is on oygrloa}d, a p95|t|ve gck.nowledgmemk may occur
as specified in the higher-priority contract.,,,,, which was

Intuitively, S, < S; behaves, for each action, liks> impossible inCr.;. The remaining guarantee g}, (lower

whenever the modality irS; is different from “may” (un- plock).

determined), otherwise it behaves lilse.

Deflmtlon 20 (Priority < on contracts) Given two contracts Proposition 10. -~ 1) C; <Cy £ Cy;
= (A1,G1) andCs = (A, G2) over the same alphabet, we 2) C<(81,87)=¢C.

define: That is, all models of the priority composition satisfy the
Ci<C=(AVA, G <G) contract of higher priority. Whenever the latter does nokena



a
< | a2 52 d | a2 -2 4 | g%
@ 514 (1, 92) 5 (@4, db) | (@1,92) % (dh,db) | (q1,q2) *
a a
a1 -=»1 41 || (q1,92) > (4L db) | (q1,92) ==> (gl.dh) | (q1,q2)
a a_ a a
Q1 =1 (q1,92) = ¢4 (q1,92) » (q1,q2) -

TABLE IV

TRANSITIONS RELATIONS OFS; < So

a choice, the models must satisfy the choice mad€;by [3]
Proposition 11 (Associativity)

(Cl <Cg) <C3 = Cl < (CQ <Cg)

(4

We can therefore extend priority composition to a hierarchy?l
of an arbitrary number of aspects. (6]

V. DISCUSSION

We have defined modal contracts as a pair of modal spe
ifications, and introduced a new operation on modal specifi-
cation calledweak implication Based on this operation, we
have introduced three composition operations between mo
contracts, responding to different requirements in thegtes
flow and satisfying different properties:

o component compositiom,. of contracts over disjoint
sub-systems, parametrized with an interaction mddél
The composition is defined as th&rongestcontract
satisfying the property of independent implementabilityj; 2]

« aspect compositiors of contracts over the same sub-
system, defined as theeakestcontract refining both [13]
arguments; [14]

« priority composition< of contracts over the same sub-
system, allowing to guarantee a hierarchy of important[ﬂe'5
among the contracts.

Modal contracts and their compositions have been illustrat(1€]
with the example of a communication network.

In the near future, we intend to study assume-guarante@
rules for circular reasoning in this framework, lift weak
implication from modal specifications to contracts, andlpppy;g
the framework to significant case studies. Another int@rgst
research direction is the support of a richer deontic lofyic,
instance, contracts encompassaumtrary-to-duty obligations
[21], [22] that specify how contract violations are handled

(7]

[20]

[11]

[19]

[20]
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